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The 1991 ICTI Scholar Lecture 

Robert Edward Mayle 

Rensselaer Polytechnic Institute, 
Troy, NY 12180 

The Role of.Laminar-Turbulent 
Transition in Gas Turbine Engines 
A critical study of laminar-turbulent transition phenomena and their role in aero
dynamics and heat transfer in modern and future gas turbine engines is presented. 
In order to develop a coherent view of the subject, a current look at transition 
phenomena from both a theoretical and experimental standpoint are provided and 
a comprehensive state-of-the-art account of transitional phenomena in the engine's 
throughflow components given. The impact of transitional flow on engine design 
is discussed and suggestions for future research and developmental work provided. 

Introduction 
1928— Whittle publishes theory on the jet engine. 1935— 

von Ohain begins jet engine development. 1939—First suc
cessful flight of a jet plane. In 1989, fifty years later, 15,357'* 
gas turbine engines were manufactured. 

Since their introduction in 1939, gas turbine engines have 
dramatically advanced from machines that merely work to one 
of the most compact conventional power sources presently 
available. They are fantastic machines, containing up to a 
quarter of a million parts, rotating at 10,000 rpm while holding 
tolerances to within 0.25 mm at a radius of half a meter. They 
operate up to 30 atm at 1680°C, provide power up to 150 
MW, and are widely used on land, sea, and in the air. Although 
considered technically mature by many, gas turbine engine 
development continues, because increasing the engine's per
formance by only a few tenths of a percent, or simply main
taining the turbine cooling flow in face of the ever-increasing 
turbine inlet temperature, still provides large economic ben
efits. 

Gas turbine engines may be grouped into three main cate
gories depending on size: big, medium, and small. In general, 
these categories correspond respectively to engines used in 
power generation, large aircraft and medium power units, and 
small aircraft and land-based vehicles. Except for the small 
aircraft engines, which use centrifugal compressors, and the 
smaller vehicular engines, all are axial flow machines. Some 
dimensions and operating conditions of typical engines in each 
of these categories are provided in Table 1. The Reynolds 

Table 1 

Big 
Medium 

Small 

Mean 
Turbine 

Diameter, m 
2.2 
0.9 
0.2 

Engine Core 
Air Flow, 

k g / s 
340 
120 
15 

Turbine Inlet 
Temperature, 

°C 
1370 
1480 
1250 

Turbine 
Reynolds 
Number 
820,000 
750,000 
450,000 

§Courtesy of Forecast International. This figure does not include production 
in the Eastern Bloc nations. 

Contributed by the International Gas Turbine Institute and presented at the 
36th International Gas Turbine and Aeroengine Congress and Exposition, Or
lando, Florida, June 3-6, 1991. Manuscript received at ASME Headquarters 
April 29, 1991. Paper No. 91-GT-261. 

number presented in the last column was calculated using the 
turbine-inlet conditions, blade height, and throughflow veloc
ity. Although calculated this way, it is quite representative of 
the airfoil-chord Reynolds number throughout the engine (see 
Fig. 1) except in the low-pressure turbine, where the chord 
Reynolds number can be almost a factor of ten lower. For 
aircraft engines operating at altitude the turbine inlet Reynolds 
number will be reduced to about one half those shown in the 
table. 

Although the flow in gas turbines is highly turbulent and 
unsteady, the flow next to the surfaces may be either laminar 
or turbulent. A widely accepted rule-of-thumb is that this flow 
"transitions" from laminar to turbulent when the Reynolds 
number based on the streamwise distance along the surface 
is roughly1 350,000. Presumably then, from Table 1, one may 
suppose that boundary layer flows in any gas turbine engine 
are transitional and, in order to calculate the losses and heat 
transfer on various components in the engine, one must be 
able to predict boundary-layer development through transi
tion. Although calculating transitional boundary layers is rou-

lThis number varies greatly and is, indeed, one subject of this work. 
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Fig. 1 Reynolds number variation through a medium-sized gas turbine 
engine (Hourmouziadis, 1989) 
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tine, it is well recognized that calculating transition accurately 
is another matter, particularly in gas turbines where the free-
stream turbulence level is high and the pressure gradients are 
so diverse. 

For small engines and engine components operating at low 
Reynolds numbers, the boundary layer has a tendency to re
main laminar. This presents a difficult problem for the designer 
since the flow may (and in many cases does) separate before 
it becomes turbulent, particularly if the component must op
erate over a wide range of Reynolds numbers and angles of 
incidence. Under certain conditions, the flow does not reattach 
and large losses are incurred. This problem is well known to 
the designer of a low-pressure turbine, who, upon successfully 
designing a turbine for sea-level takeoff, discovers it operates 
2-5 points below design at altitude. In short, designing low 
Reynolds number components where separation can occur is 
still an art that requires a better understanding of the transition 
process. 

Purpose of the Present Study 
Within the last few years, data from basic experiments on 

transition and new full- and large-scale compressor and turbine 
facilities together with back-to-back cascade tests, new high-
frequency measurement systems, and modern computer cal
culation methods have provided a unique opportunity to un
derstand the role of laminar-turbulent transition in gas turbine 
engines. However, much of the relevant information and ideas 
are either scattered or incomplete and await a critical review. 
In order to develop a coherent view of the subject, particularly 
in regard to its impact on gas turbine design, the current work 
was undertaken. 

The following account is broken into three main parts. The 
first concerns a generalized description of transition, its various 
modes, and a description of each of their roles in gas turbine 
engines. In the second part, transition is examined from both 
a theoretical and experimental point of view. First, the concept 
of transition as a randomly intermittent laminar-turbulent flow 

is introduced and a brief description of intermittent flow theory 
is given. Second, both old and new experimental results, in
cluding correlations appropriate to gas turbines, are provided. 
Third, a theoretical development of periodic, unsteady tran
sition is given. In the third and final part, a comprehensive, 
state-of-the-art account of the important transition phenomena 
in each of the throughflow components is presented. This is 
followed by some modern transitional flow design concepts 
and suggestions for future research work in transitional flows 
for gas turbines. 

Part I—Transition; A General Discussion 
In general, there are three important modes of transition. 

The first, and that most thought of when transition is consid
ered, is called "natural" transition. This mode of transition 
begins with a weak instability in the laminar boundary layer 
as described first by Tollmien and Schlichting (see Schlichting, 
1979) and proceeds through various stages of amplified insta
bility to fully turbulent flow. The second mode, frequently 
called "bypass" transition following Morkovin (1969), is 
caused by large disturbances in the external flow (such as free-
stream turbulence) and completely bypasses the Tollmien-
Schlichting mode of instability. This is the common mode of 
transition in gas turbine engines. The third, for the sake of 
giving it a name, will be called "separated-flow" transition. 
Here, transition occurs in a separated laminar boundary layer 
and may or may not involve instability of the Tollmien-
Schlichting type. This mode of transition also occurs in gas 
turbine engines, particularly in the compressors and low-pres
sure turbines. 

In anticipation of a result to be presented later, Fig. 2 shows 
the topology of the different modes of transition in a Reynolds 
number-acceleration parameter plane. Here, the momentum 
thickness Reynolds number is that at the beginning of transition 
and is defined as Rew = (Ud/v),. Likewise, the acceleration 
parameter, representing the effect of free-stream acceleration 
on the boundary layer, is that at the beginning of transition 
and is defined asK, = (v/U2

t) (dU/dx),. The lines of constant 

Nomenclature 

c = 

cf 
D 

Go 
h 
I 
k 

K 

M 
n 
n 

Nu 
P 

Qxy 
r 

Re 
St 

t 
t' 
T 

Ta 

airfoil chord 
specific heat, pressure coeffi
cient 
skin friction coefficient 
leading edge diameter 
Gortler number 
heat transfer coefficient 
intermittency function 
thermal conductivity 
sand grain roughness 
acceleration parameter = (c/ 
U2)dU/dx 
integral length scale of turbu
lence 
mesh size; Mach number 
turbulent spot production rate 
dimensionless production 
mte = nv2/U^ 
Nusselt number 
pressure 
heat flux 
radius of surface curvature 
Reynolds number 
Stanton number = h/pcpU 
time 
temperature fluctuation 
temperature 
Taylor's turbulence parameter 

Tu = turbulence intensity, percent 
u' = velocity fluctuation in x direc

tion 
U = velocity in x direction 

v' = velocity fluctuation in y direc
tion 

V = velocity in y direction 
x = surface coordinate in stream-

wise direction 
y = coordinate normal to the sur

face 
z = coordinate perpendicular to the 

x-y surface 
7 = intermittency factor (probabil

ity flow is turbulent) 
yh = thermal intermittency factor 
5 = boundary layer thickness 
6 = momentum thickness 

\e = pressure gradient parame
ter = {f /v) dU/dx 

JX = viscosit 
v = kinematic viscosity 
p = density 
a = turbulent spot propagation pa

rameter 
r = wake-passing period 

rxy = shear stress 
co = wake passing frequency 

cor 
reduced frequency = oic/U 

sub: 
c 
e 
i 

L 
IT 

n 

nt 
r 
s 
t 

T 

w 

0 0 

0 

scripts 
= chord 
= exit 
= incident 
= fully laminar 
= length of transition 
= quantity related to the normal 

modes of transition (in contrast 
to the subscript w) 

= nonturbulent 
= reattachment 
= separation 
= beginning of transition, 7 = 0; 

turbulent (in contrast to the 
subscript nt) 

= end of transition, y = 0.99; 
fully turbulent 

= quantity related to wake-in
duced transition 

= free-stream value 
= surface value 

Modifying Marks 

= ensemble-averaged quantity 
= time-averaged quantity 
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Fig. 2 Topology of the different modes of transition in a Reynolds 
number-acceleration parameter plane 

turbulence level represent the value of the momentum thickness 
Reynolds number at which transition begins for that value of 
turbulence and acceleration. The line marked "Stability Cri
terion" is the line above which a Tollmien-Schlichting type 
of instability is possible. Above the line marked "Separation 
Criterion" (defined according to Thwaites, 1949, ReJK = 
-0.082), a laminar boundary layer will separate, which may 
in turn lead to a separated-flow transition. Presently, nothing 
is known as to how this criterion depends on turbulence level 
and therefore it is shown dotted. 

In general, one may say that the turbulence level for all the 
throughflow components in a gas turbine engine, except the 
fan, is high. Recent ensemble-averaged measurements in com
pressor and turbine rigs show values of about 5 to 10 percent, 
except in the wakes, where values as high as 15 to 20 percent 
are found. The shaded region in Fig. 2 corresponds to the 
transition Reynolds numbers for turbulence levels between 5 
and 10 percent. As a result, transition in gas turbine engines 
is of the bypass mode, except where the flow is highly decel
erated or separated (off to the left in Fig. 2). In these cases, 
transition may occur in either a natural or bypass mode. 

While transition in gas turbines is generally treated (and 
sometimes perceived) as a two-dimensional, "s teady" 
phenomenon2 proceeding in the direction from laminar to tur
bulent, it is actually much more complex. First, it is a sto
chastic, three-dimensional, unsteady process, which may 
proceed in either a forward (laminar to turbulent) or "reverse" 
direction. Second, since the periodic unsteady flows in a gas 
turbine can cause a "periodic unsteady" transition independ
ent of any other mode, transition may occur by different modes 
at different locations on the same surface at the same time. 
In the following, each of the three transition modes, as well 
as the periodic-unsteady and reverse transition processes, is 
briefly discussed. 

Modes of Transition 

Natural Transition. A modern description of the natural 
transition process may be found from Schlichting (1979). Based 
on a number of theoretical considerations and experimental 
observations, it is presently known to involve several important 
stages. Briefly these are: (1) At a critical value of the momen
tum thickness Reynolds number the laminar boundary layer 
becomes susceptible to small disturbances and develops an insta
bility in the form of a two-dimensional Tollmien-Schlichting 
wave. (2) The instability amplifies within the layer to a point 
where three-dimensional instabilities grow and develop into 
loop vortices with large fluctuations. (3) Finally, the highly 
fluctuating portions of the flow develop into turbulent spots, 

For design purposes, of course, only the time-averaged aerodynamic loss and 
heat load distributions are really needed. 

which then grow and convect downstream within the laminar 
layer to coalesce eventually into a fully developed turbulent 
boundary layer. 

While this mode of transition has been extensively studied 
in relation to the flow over aircraft wings where the incident 
turbulence level is low, little if any of the results are relevant 
to the gas turbine designer except those associated with the 
production and propagation of turbulent spots. In a highly 
decelerated flow, but at a low free-stream turbulence level, 
Walker and Gostelow (1990) have detected waves at the Toll
mien-Schlichting frequency. It remains to be seen whether or 
not these instabilities occur in highly decelerated flows at the 
higher levels found in a gas turbine. To emphasize the effect 
of turbulence, it should be noted that the above rule-of-thumb 
for transition, i.e., Re*r = 350,000, is for natural transition 
with low free-stream turbulence. The momentum thickness 
Reynolds number transition corresponding to this value is Res, 
= 0.664 VRex/ = 400. For transition in gas turbines, how
ever, values of 100 for Re^ are not uncommon. This corre
sponds to Re*, = 25,000 which is an order of magnitude less 
than that cited above. 

Bypass Transition. For transition at high free-stream tur
bulence levels, the first and possibly second stages of the nat
ural transition process are completely bypassed such that 
turbulent spots are directly produced within the boundary layer 
by the influence of the free-steam disturbances. In this case, 
linear stability theory is irrelevant and, as shown by Blair (1990) 
for transition in favorable pressure gradients, no Tollmien-
Schlichting waves are found. Since the first stages are bypassed, 
a theory for this mode need only be concerned with the proc
esses involved in the production, growth, and convection of 
turbulent spots. This theory was provided by Emmons (1951) 
and will be considered in more detail later. 

Separated-Flow Transition. When a laminar boundary 
layer separates, transition may occur in the free-shear-layer
like flow near the surface. In this case, the flow may reattach 
as turbulent forming a laminar-separation/turbulent-reattach-
ment "bubble" on the surface. Transition of this type can 
occur behind boundary layer trip wires and also as a result of 
laminar separation in an adverse pressure gradient. In gas 
turbines, separated-flow transition is common and may occur 
in an "overspeed" region near an airfoil's leading edge, on 
either the suction or pressure side, or both, and near the point 
of minimum pressure on the suction side. 

The bubble length depends on the transition process within 
the free shear layer and, in general, may involve all of the 
stages listed above for natural transition. For the longer bub
bles with low free-stream turbulence levels, much of the flow 
in the bubble is laminar and Tollmien-Schlichting instabilities 
have been detected (Gaster, 1969). Whether or not this is the 
case at higher turbulence levels is not known but, according 
to Fig. 2, it appears possible. 

Since long bubbles produce large losses and large deviations 
in exit flow angles, they should be avoided. On the other hand, 
short bubbles are an effective way to force the flow turbulent 
and may be considered as a means to control performance. 
The present difficulty is in predicting whether the bubble will 
be long or short. 

Periodic-Unsteady and Reverse Transition 

Periodic-Unsteady Transition. Since the flow in a gas tur
bine is periodically unsteady, so is transition. The largest effect 
of unsteadiness on transition is caused by the periodic passing 
of wakes from upstream airfoils or obstructions and is called 
"wake-induced" transition (Mayle and Dullenkopf, 1989). For 
transonic airfoils, the periodic passing of a trailing shock wave 
from an upstream airfoil can also produce a periodic transition 
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(Johnson et al., 1990). In either case, a transition periodically 
propagates along the surface independent of any other mode 
of transition occurring there. 

Although much less is presently known about this type of 
transition compared to the above-mentioned "normal" modes, 
transition induced by wakes or shocks appears to bypass the 
first stages of the natural transition process. In fact, it seems 
that they are so disruptive to the laminar boundary layer that 
the turbulent spots formed immediately coalesce into a tur
bulent "strip," which then grows and propagates downstream. 
Between these turbulent strips, transition by any other process 
is possible and, indeed, has been detected. Thus, transition in 
gas turbines can occur in multiple modes (henceforth called 
"multimoded") and at different locations on the same surface 
at the same time. In other words, an instantaneous snapshot 
of the flow over a gas turbine airfoil may show a laminar 
boundary layer near the leading edge, followed by a wake- or 
shock-induced transition to turbulent flow and another laminar 
flow region with a subsequent transition to turbulent flow by 
any of the other modes listed above. Not only is this process 
not considered by most designers, it is not yet completely 
comprehended. 

Reverse Transition. Transition from turbulent to laminar 
flow also exists and is called either "reverse" transition or 
"relaminarization." This situation, which was first noticed in 
flows through nozzles with very strong acceleration and later 
studied by Julien et al. (1969) and Jones and Launder (1972), 
is of particular importance to the gas turbine designer. This 
is because the accelerations on the pressure side of most airfoils 
near the trailing edge, in the exit ducts of combustors, and on 
the suction side of turbine airfoils near the leading edge are 
generally higher than that for which reverse transition occurs. 

Although little detail of the actual process itself is known, 
it is not difficult to imagine that the streamwise vortex lines 
associated with the turbulence in the boundary layer become 
greatly stretched as a result of the large acceleration and the 
vorticity dissipated through viscous effects. That is, reverse 
transition involves a balance between convection, production, 
and dissipation of turbulent kinetic energy within the boundary 
layer. Since these processes are well accounted for in most 
numerical boundary layer computational programs, reverse 
transition will not be discussed any further, except to note that 
it can be expected to occur at low turbulence levels if the 
acceleration parameter, K = v/U2{dU/dx), is greater than 
3(10)~6. For high free-stream turbulence levels, this value is 
expected to be about the same since without any mechanism 
for production in the free stream, turbulence there will dissipate 
before that in the boundary layer. 

A corollary of the result for reverse transition is that forward 
transition cannot occur if K is greater than 3(10) 6. This was 
indicated by Schraub and Kline (1965), who observed that 
streak formations in the sublayers were completely suppressed 
at this level of acceleration. In this regard, computational 
programs should not allow transition to occur until K falls 
below 3(10)-6. 

Part II—Theory and Experiment 

Theory—Ideas Old and New. The first real breakthrough 
in transition was made by Emmons (1951) who pointed out 
that transition is a stochastic, three-dimensional, unsteady phe
nomenon, which extends over a region where both laminar 
and turbulent flow coexist. Previously, transition was thought 
to be an abrupt yet streamwise fluctuating, more or less two-
dimensional breakdown of laminar to turbulent flow. Models 
that embrace Emmons' thoughts are considered new, while the 
others may now be considered old. For future gas turbine 
design systems, there is no question; only the new models will 
provide the necessary flexibility to predict transition. This was 

recently demonstrated by Mayle and Dullenkopf (1989, 1991) 
who extended Emmons' concepts of transition to the unsteady 
wake-induced, multimoded transition problem for flow on a 
gas turbine airfoil. In the following, after'a brief discussion 
of the older models, the new ideas and models are presented. 

Ideas Old. From a practical standpoint, transition was first 
treated by simply patching together laminar and turbulent so
lutions at an appropriate transition location. Both the method 
of patching and the location were somewhat discretionary, but 
a common approach was to suppose that transition occurs 
abruptly at a time-averaged position x, and match the mo
mentum thicknesses for the two solutions at this location, i.e., 
OL(X/) = Qjixi). While this method is satisfactory for estimating 
the total loss and heat transfer on a surface when transition 
is short compared to the length of the surface (such as the 
transition in short separation bubbles), it produces unrealistic 
jumps in both the wall shear stress and heat transfer at xt. 
Although numerous methods have been suggested to smooth 
out these jumps, they have become outdated through the use 
of numerical boundary layer computational methods. 

The numerical methods, in general, attack the transition 
problem from the "turbulent side" by extrapolating turbulent 
boundary-layer modeling backward into the transition region. 
This is accomplished by numerically solving the equations of 
motion together with some form of the turbulent kinetic energy 
equation and sufficient auxiliary equations. The methods pro
posed by Launder and Spalding (1972), McDonald and Fish 
(1973), Cebeci and Smith (1974), Crawford and Kays (1976) 
and, most recently, by Schmidt and Patankar (1991) are typ
ical. While some of them are quite successful at "postdicting" 
transitional flows and are presently the mainstay of industry,3 

all of them model transition as a span wise-averaged, two-
dimensional flow. Since the flow actually consists of laminar 
and turbulent regions, it should be no surprise that they do 
not always predict transition. 

Ideas New. From flow visualization in a simple water chan
nel, Emmons discovered that transition occurs through a ran
dom production (in time and position) of "turbulent spots" 
within the laminar boundary layer, which subsequently grow 
as they propagate downstream until the flow becomes com
pletely turbulent. These spots protrude beyond the laminar 
boundary layer, and as shown in Fig. 3(b), are roughly tri
angular in shape and spread at an angle of about 11 deg as 
they propagate downstream with an average velocity of about 
0.7 the local free-steam value. Although shown smooth in the 
figure, the boundary of a turbulent spot is quite irregular. 
Transition to a turbulent boundary layer is completed with an 
agglomeration of spots. 

Based on this observation, Emmons presented a statistical 
theory for transition and provided an expression for the frac
tion of time the flow is turbulent at any location within the 
transition region. His theory, which provides a valid descrip
tion of the last stage of natural transition and the principal 
stage of bypass transition (viz., the production and propa
gation of turbulent spots), is crucial to analyzing transition in 
gas turbines. Its main features, implications and its natural 
evolution into a modern treatment of transition follow. 

Consider a transitional boundary layer on an x-z surface as 
shown in Fig. 4 where the free-stream flow is in the x direction. 
At any time t, the flow above the point P(x, 0, z) on the 
surface may or may not be turbulent depending on whether 
or not a turbulent spot covers it. If turbulent spots are produced 
at a position P0(x, z) on the surface at the rate of g(Po) per 
unit surface area, then the fraction of time the flow at P 

3Much of the turbulent and transition modeling originally proposed in these 
papers have been extensively modified by industry to suit both their needs and 
experience. For an example, one may want to see Sharma (1987). 
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(presumably downstream from P0) is turbulent corresponds to 
the fraction of time turbulent spots produced at P 0 pass over 
P. Of course, when P is covered by a turbulent spot, spots 
produced at all other locations and times that can also cover 
P cannot be counted. The fraction of time during which the 
flow over any point P on the surface is turbulent is called the 
"intermittency," and was shown by Emmons to be given by 

y(P) = 1 - exp[ - j f W ( P 0 ) ^ o * o ^ o ] (1) 

The integral represents the sum of turbulent spot production, 
g(Po), over a volume defined by all point P0 in an x, z, t space 
that are sources of turbulent spots that will pass over the point 
P. Simply stated, g{Po) accounts for the production of tur
bulent spots, while their growth and propagation is incorpo
rated in integrating over the surface-time space (x, z, t). In 
general, g(Po) depends on both position and time. Its temporal 
dependence is particularly significant when considering un
steady, periodic transition. For a positive production rate, it 
is easy to see from Eq. (1) that the intermittency y varies 
between zero and one. When 7 = 0, the flow is completely 
laminar. When 7 = 1 , the flow is fully turbulent. For inter
mediate values, the flow is part of the time laminar and part 
of the time turbulent, i.e., transitional. 

Since the flow in the transition region is part of the time 
laminar and part of the time turbulent in the relative proportion 
of (1 -y)/y, Emmons presumed that the time-averaged flow 
at any streamwise position may be considered as a superpo
sition of the two according to 

/ = ( l - 7 ) / L + T/r, (2) 

where/is a boundary-layer flow related quantity,//, is its local 
laminar value, and fL is its local fully turbulent value. For 
example, the shear stress coefficient through transition may 
be obtained from 

In order to predict the overshoot in cy that normally follows 
transition, Dhawan and Narasimha (1958) showed that the 
turbulent boundary layer should be considered to begin at the 
beginning of transition. That is, if transition begins at x, for 
flow on a flat plate, cfL = 0.332/VRe^ and Cjr = 0.592(ReA. 
- Rex,)~02. This calculation and a comparison with data are 
shown in Fig. 5. 

Dhawan and Narasimha also showed that Eq. (2) is a good 
approximation for the boundary layer thicknesses and shape 
factor, although it is only exact for the displacement thickness. 
An expression similar to Eq. (3) may be written for the Stanton 
number St = h/pcpU from which the local distribution of 
surface heat flux may be obtained. However, Sharma (1987) 
has shown that the thermal boundary layer in flows with pres
sure gradients develop differently through transition than the 
momentum boundary layer. To account for this effect, he 
introduced a thermal intermittency factor 7/,. This will be dis
cussed later. 

The next important step was taken by Dhawan and Nara
simha who showed, for time-averaged two-dimensional flows, 
that turbulent spots originate within a narrow (compared to 
the length of transition) region on the surface at some distance 
x,. In particular, after considering a Gaussian distribution with 
various standard deviations, they determined that g(Po) is best 
represented by 

g(P0)=nd(x0-x,) (4) 

where n is the turbulent spot production rate per unit distance 
in the spanwise, z, direction and 5(JC) is the Dirac delta func
tion. Since then, many measurements (Gostelow, 1989; Blair, 
1990; Walker and Gostelow, 1990) indirectly indicate that a 
Gaussian distribution may be more appropriate, but this re
finement is presently considered not necessary. (Since the Dirac 
delta function is the limiting form of the Gaussian distribution 
as the standard deviation becomes zero, the average behavior 
through transition will be described quite well by using Eq. 
(4) providing the actual region of spot production is small 
compared to the length of transition.) Substituting Eq. (4) into 
Eq. (1), one obtains Dhawan and Narasimha's result, viz., 

y(x) = 1 - exp 
U 

{X-xty (x>xt) (5) 

cf=(l-y)cfL + yCfr. (3) 

where U is the free-stream velocity and a is Emmons' dimen-
sionless spot propagation parameter, which depends on the 
shape and velocity of the spot. Measurements of the spot and 
its propagation velocity by Schubauer and Klebanoff (1955) 
indicate that a is constant and has a value of about 0.27. 
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Introducing the local Reynolds number Re* = Ux/v, the above 
expression may be written as 

7= l - exp [ -« f f (Re x -Re x , ) 2 ] , (6) 

where n =nv2/lf is a dimensionless spot production param
eter. A plot of this function for various no is presented in Fig. 
6 where it is seen that an increase in the spot production rate 
decreases the transition length. From Eq. (6) it is evident that 
the real problem of transition is to determine the onset of 
transition, Re*,, and the spot production parameter n. Indeed, 
all the results in the next section are presented in this light. 
That is, what are the effects of various fluid dynamic and 
thermal parameters on both the onset of transition and spot 
production rate? 

For gas turbines where the free-stream velocity varies sig
nificantly over the surfaces, Chen and Thyson (1971) have 
shown that Eq. (6) may be used providing the velocity U is 
replaced by the velocity at the onset of transition, U„ and the 
propagation parameter a is replaced by a modified propagation 
parameter a( U,/U), which takes into account the growth and 
propagation of the turbulent spot under the influence of a 
variable free-stream velocity. In this case, the dimensionless 
spot production parameter becomes n = nv2/U], which_only 
depends on the conditions at xt. The quantities a and U are 
simply the average of a and U over the distance x, to x. After 
reconsidering Narasimha's results (1985, Fig. 25) and using 
the true onset of transition, the author found that the spot 
propagation parameter a is still nearly constant for accelerating 
flows. 

In reality, the intermittency 7 is a function of both the 
stream wise distance, x, and the distance normal to the surface, 
y. Figure 7 shows several normalized intermittency distribu
tions across the boundary layer at several streamwise locations 
for flows with 0 < K < 0.75 (10)~6. In this format, only the 
streamwise position within the transition region appears to 
affect the profile shape. Therefore the data for different values 
of K are not distinguished. Measurements below y/8 ~ 0.2 
are still in dispute. Some researchers have found that the in
termittency drops here (Kuan and Wang, 1989; Gostelow and 
Walker, 1991), while others find it is nearly constant and equal 
to the value measured on the wall by shear stress gages (Owen, 
1970; Acharya, 1985). The differences are apparently due to 
differences in the turbulent flow discrimination scheme used 
to determine intermittency. Nevertheless, when streamwise in
termittency distributions obtained by hot wires are reported, 
they generally refer to measurements obtained near.y/5 = 0.2 
and are called the "near-wall" intermittency results. The re
sults in Fig. 7 have been normalized by this value. The abscissa 

is the distance away from the wall divided by yi/2, the distance 
to where 7/70 = 0.5. The small amount of data presently 
available indicate thatjKi/2 is about 0.75. 

In addition, two curves are plotted in this figure. One is a 
Gaussian distribution with a standard deviation of 0.85>V2 
given by 7/70 = exp[-0.694(y/>V2)2, while the other is an 
intermittency distribution for wake flows. The latter, measured 
by Mayle and Paxson (1991), is given by 7/70 = 
Vi{\-erf[2^2(y/ym- 1)]j and has a standard deviation of 
0.25.y1/2- Comparing the data with the curves, the data near 
the beginning of transition (open symbols) are close to the 
Gaussian distribution, whereas the data near the end of tran
sition are closer to the wake-flow distribution. The tendency 
for the intermittency distribution to become more wakelike as 
the flow becomes more turbulent agrees with Coles' (1956) 
observation that the outer region of a fully turbulent boundary 
layer behaves as a wake. Apparently, this wakelike behavior 
begins to develop during transition. 

Using the New Ideas. Methods to implement the idea of 
intermittency in calculations of transitional flows have been 
recently reviewed by Narasimha and Dey (1989). Most of these 
employ the near-wall intermittency, Eq. (6), with some form 
of experimental correlation for both the onset and length of 
transition.4 Although the list includes both integral and dif
ferential methods of solution, all of those employing the dif
ferential format calculate transition using turbulent boundary-
layer methods with an eddy viscosity somehow modified by 
the intermittency. Since there is much confusion concerning 
the intermittency factor in these computational procedures, it 
is worthwhile to give a brief account of its role in the shear 
stress and heat flux terms. 

Recently, Mayle and Paxson (1991) presented a theory for 
intermittent flows. Although their analysis and measurements 
pertained to wake flows, the ideas may easily be carried over 
to transitional flows. In particular, consider that the flow at 
any instant may be divided into two physically distinct portions 
within the boundary layer. One portion contains fluid where 
the flow is turbulent while the second, everywhere outside this, 
isnonturbulent. These portions are separated by a distinct but 
highly contorted interface, as pictured in Fig. 8, which changes 
with time and position. To characterize these portions, an 
intermittency function, I(x, y, z, t), may be defined, which 
has the value of unity when the flow is turbulent, and zero 

Notice, if 7 = 0.99 is considered to represent the end of transition, Eq. (6) 
provides a connection between the length of transition R e t r and the spot pro
duction rate, viz., no = 4.61/Re£7-. This expression is, however, only correct 
R5r transition with U = const. 
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when it is not. For a given position in space, the ensemble 
average of the intermittency function yields the intermittency 
factor, 

1 ^ y(x,y, z) = -j^ZjHx,y, z, t). 

For two-dimensional flows in the x-y plane, 7 is independent 
of z. Since the velocities in the two regimes will in general be 
different, the streamwise velocity component at any time may 
be expressed as (for two-dimensional flow) 

U(x, y, t) = (l-I)Unl(x, y, t) + IU,(x, v, t); 

I(x, y, t) -• 
1; turbulent 
0; nonturbulent 

where U, and U„, are the components in the turbulent and 
nonturbulent portions, respectively. A subscript t is used here 
to denote the turbulent portion of the intermittent flow rather 
than T, which stands for the fully turbulent state. Also, nt is 
being used rather than L to indicate that the nonturbulent 
portion of the flow contains both laminar boundary layer and 
free-stream fluid. These are subtle, but important, differences. 
Decomposing the velocity in each region into an ensemble-
averaged mean velocity, denoted by an overbar, and a fluc
tuating component denoted by a prime, the instantaneous ve
locities in the two portions may be written as 

U„, = Unl + u'nt and U, = U, + u',. 

Contrary to the usual averaging process, the ensemble-aver
aged mean velocities are obtained by averaging only during 
the time spent in the particular regime. Thus, if N, is the number 
of occurrences of turbulent flow in Ndata samples, the mean 
velocities in each portion are 

— 1 N — 
U"'{x' y) = ^7^77 S (l-I)U(x, y, t) and U,(x, y) N-N, 

N, 
£ IU(x, y, t) 

With these definitions, the mean velocity at any position in 
the flow is given by 

— 1 N — — 
£ / ( J f > y ) = M JJ U(x-y' ' ) = ( 1 -7)tfn/(*. y)+yVt(*. y)-

1 

Similar expressions may be written for the lateral velocities. 
The shear stress and heat flux that appear in the ensemble-

averaged equations are now given by 

dU 
rxy = ^-r- -(\-y)p(u'v')n,-yp(u v ) , 

dy 

-y(\-y)p{U,-Unl)(Vt-VM) (7) 

-y(l-y)Pcp.(V,-Vnl)(T,-Tnl) 

where k is the thermal conductivity of the fluid, Fand T are 
the ensemble-averaged values of the lateral velocity and tem
perature, and v' and t' are their corresponding fluctuations. 

The first term in each expression is the molecular stress and 
heat flux component, while the second and third are the com
ponents caused, by fluctuations in the nonturbulent and tur-
bulent portions of the flow, respectively. The (u'v')nt 

component arises from fluctuations in the nonturbulent por
tion of the flow, which are transmitted from the turbulent 
portions mainly by pressure fluctuations. For flows where the 
nonturbulent portion is irrotational, this stress is zero, while 
for transitional boundary layer flows where the nonturbulent 
portion is rotational, Blair (1990) found it to be negligible 
compared to the turbulent stress. No information is presently 
available about (v't')„,. 

The (u't')t stress and (v't')t flux components may be 
considered as the real turbulent shear stress and heat flux. 
These components are produced by the motion of eddies having 
various scales, but primarily at scale small compared to 8. They 
may be called the "small" scale eddy components. As shown 
by Mayle and Paxson, this shear stress may be modeled using 
an eddy viscosity model of the form (u'v'), = fit{dU,/8y). 
The fourth term in each expression, which is zero for either a 
completely nonturbulent or turbulent portion of the flow, is 
only associated with the intermittent behavior, and arises from 
the mean momentum and thermal exchange between the two 
regions. Again, these terms are produced by motion of various 
eddy scales, but the primary scale is that of the intermittent 
behavior, which is roughly of order 5. These components may 
be called the "large" scale eddy components and obtain their 
greatest value when 7 » 0.5. In wake flows, Mayle andJPaxson 
found the shear stress component 7 (1 — y) (U, — Unl) (V, 
- Vnt) accounts for 30 percent of the total stress, while Blair's 
boundary layer measurements indicate that they may be about 
15 percent. 

Returning to the question of using intermittency in transi
tional flow models, none of the present computer programs 
consider the second and fourth terms in the above expressions. 
As stated above, this could produce a 15-30 percent error in 
the calculated shear stress rxy. Secondly, none of the programs 
modeUhe turbulent component_correctly, i.e., most5 use T, = 
yfi,(dU/dy) rather than yn,(dU,/dy). Although difficult to 
assess, Mayle and Paxson have shown that p, changes by about 
20 percent depending on whether U or U, is used. 

Experiment—Old and New Results in New Light. Once it 
is accepted that the primary parameter in transitional flows is 
intermittency, it is obvious from Eq. (6) and either Eq. (2) or 
(7) that the real problem of transition becomes one of either 
predicting or correlating both the onset of transition and the 
spot production rate, as functions of the various fluid dynamic 
and thermal parameters that affect them. In general, it may 
be said that anything that affects the laminar velocity profile 
affects transition, but it is simpler for the gas turbine designer. 
Presently, it appears that the onset of transition is completely 
controlled by free-stream turbulence and unsteadiness. This 
may seem surprising but is easily understood once the over-

' whelming effects of unsteadiness, either turbulent or periodic, 
are realized. On the other hand, it appears that the spot pro
duction rate is controlled by the pressure gradient at onset, 
turbulence, and whether or not the flow separates. Surface 
roughness, surface curvature, compressibility, and heat trans
fer do have an effect on the production rate, but it is generally 
five to ten times less than that of the pressure gradient. If the 

and 
5Sharma (1987) uses 7, = 72/i,(dt//d_y) and claims (personal communication) 

better agreement with data than when 7, = yn,(dU/dy) is used. 
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flow separates, transition is primarily controlled by the mo
mentum thickness Reynolds number at separation and the pa
rameters that affect the length of the laminar shear layer in 
the bubble. At present these parameters are not known, but 
there is some evidence that free-stream turbulence is one of 
them. 

A presentation and discussion of each controlling parameter 
is given below. For each, their effect on the onset of transition 
and the spot production rate has been correlated using the 
most reliable data to date. The effects of surface roughness, 
surface curvature, compressibilty, and heat transfer, which are 
secondary for transition in gas turbines, are discussed in Ap
pendix A. Although relegated to an appendix, the new ideas 
presented there should not be overlooked. In the first stages 
of the high-pressure turbine, film cooling is extensively used 
and its effect on transition is indeed important, but simple; it 
causes an "immediate" transition. A discussion of its effect 
is also relegated to the appendix. Because of its important role 
in gas turbines, periodic-unsteady transition is treated in a 
following separate section. 

Effect of Free-Stream Turbulence (dp/dx = 0). Early 
work regarding the effect of free-stream turbulence of tran
sition was done at very low levels of turbulence. While useful 
for the aerodynamic design of aircraft, it is completely inap
propriate for gas turbine design purposes except perhaps for 
fans. Investigations at higher turbulence levels appeared later 
and were mostly concerned with onset criteria. Only a few 
measure both the beginning and end of transition and virtually 
none measured turbulent length scales. Correlating the spot 
production rate with turbulence level was first presented by 
Emmons and Bryson (1951) but, for some reason, was not 
pursued until recently. In the following, similar to the work 
of Narasimha (1985) and Gostelow and Blunden (1989), the 
original idea of Emmons and Bryson is not only pursued, but 
promoted. 

The important results are summarized in Figs. 9 and 10. The 
data presented in these figures are the only data for transition 
in zero pressure gradient flows that could be reduced in a 
manner consistent with the ideas expressed above. The method 
of analysis used to produce these figures was described initially 
by Narasimha (1957) and is briefly presented in Appendix B. 
Surprisingly, there are few data available from which the spot 
production rate can be obtained. Since there is an equivalence 
between the spot production rate and length of transition for 
flow with a zero pressure gradient (see footnote 4), some of 
the older data are usable. Even so, most of the data in these 
figures suffer from a lack of turbulence information at the 
onset of transition. As will be shown, both turbulence level 
and length scale at the beginning of transition are important 
and must be measured in any future work. 
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The effect of turbulence level on the spot production rate 
is shown in Fig. 9. Data shown by the open symbols represent 
those from transition length measurements, while those shown 
by the filled symbols are from intermittency measurements. 
As might be expected, the production of turbulent spots in
creases as Tu increases. Narasimha (1985) suggested that a 
modified production rate, viz., N = naRel,, is independent of 
the turbulence level, but Gostelow and Blunden (1989) have 
shown that this is not quite true. The following correlations 
indicate that N oc Tu~ . In any case, a best fit to the present 
data provides 

a . 5(10) -nTuv\ (8) na = 

where Tu (as in all the following equations and figures) is in 
percent. If only the data from intermittency measurements are 
used, the coefficient in this equation becomes 1.25 (10)"". 

The effect of free-stream turbulence level on the momentum 
thickness Reynolds number at transition, Res„ is shown in Fig. 
10. As is well known, the effect of turbulence is to reduce the 
Reynolds number at which transition begins. Although many 
data on the beginning of transition exist, the data shown in 
this figure are only those that correspond to the data shown 
in the previous figure. The rest require a correction that is at 
best an estimate, and will be shown in the next figure. A 
correlation of the present data provides 

Re9, = 4007V (9) 

If only the data from intermittency measurements (filled sym
bols in Fig. 10) are used, the coefficient and exponent in this 
equation become 420 and - 0.69, respectively. A result similar 
to this was previously obtained by Hourmouziadis (1989), viz., 
Res, = 460 Tu~065. 

The data and correlation shown in Fig. 10 have been re-
plotted in the more conventional linear format in Fig. 11. The 
data shown as open circles in the figure were obtained from 
a variety of measurement methods and after being corrected 
as described in Appendix B agree reasonably well with the new 
correlation. For comparison, Abu-Ghannam and Shaw's (1980) 
correlation is also shown. Since their correlation is frequently 
used in numerical boundary layer codes, it is worthwhile to 
point out that they forced it to fit data for Tu < 0.1 and to 
level out at the minimum stability value of Rew = 163. There 
is really no need to do either. It is now generally accepted that 
data with Tu < 0.2 are affected by acoustic disturbances and 
not the free-stream turbulence level. (In this regard, Schubauer 
and Klebanoff's (1955) result for Tu = 0.03, which incidentally 
was evaluated from intermittency measurements, is shown as 
the filled circle in Fig. 10 just to the upper left of the 

516 / Vol. 113, OCTOBER 1991 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.65. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



as 
a> 
tr 
b z 
CO 
a 
-J o 
2 
> • 

ai 
cc 
5 

2 
LU 

O 
5 

1000 

500 -- \ \ 

Rea=400Tu 

o 

0 
n 

# 
m 

+ 

-5/8 

Schubauer & Skramstad '48, 
Hislop '40, Brown & Burton'77, 
Martin at al. '78, Blair '83 
Abu-Ghannam & Shaw '80 
Gostelow & Ramachandran '83 
Kuan & Wang '89 
Gostelow & Blunden '88 
Acharya '85 

1— Abu-Ghannam & Shaw 

o ""^-&L»Be „ n n 

• i • 

10' 

8 

TURBULENCE LEVEL, Tu (percent) 

10 

Fig. 11 Comparison of present correlation with Abu-Ghannam and 
Shaw's and other data corrected for differences in the methods of de
tecting the onset of transition 

CC 

o 
2 
CO 
Q 
_J 

o 
2 
>-

I -

10< 

_ 
- 0 

• 
4> 
m 

+ 

Abu-Ghannam & Shaw 
Goste low & Ramachandran 
Kuan & Wang 
Goste low & Blunden 
Acharya ^ ^ 

^ - 5 ^ 5/4 c ^ r - ^ ^ ReLT=75RegT 

J - * ^ \ r, „ 5/4 

^ Rex = 62 Re e 

i i i i 

400 1000 4000 

END REYNOLDS NUMBER, Re 6T 

Fig. 13 The correlation between the length of transition and the mo
mentum thickness Reynolds number at the end of transition 

as 
0) 
cc 

6 
2 
CO 
Q 
—J 

o 
2 
>-
w 
CC 

5 
h-
2 
LU s 
o 
5 

1000 

100 

Reg, = 400 Tu 

M. inches 

Hislop ('40) O 
Blair ('83) 

0.1 1 10 

TURBULENCE LEVEL, Tu (percent) 

Fig. 12 The effect of the turbulence grid mesh on the onset of transition 

ordinate's label.) At the higher turbulence levels, transition 
occurs in a bypass mode and is completely independent of the 
Tollmien-Schlichting instability. Therefore, setting a mini
mum value of Ree, based on stability theory is irrelevant. 

In spite of evidence that it is important, the effect of the 
scale of turbulence on the Reynolds number at transition has 
not yet been studied. Hall and Gibbings (1972) using Hislop's 
(1940) data showed that Re9, is affected by the mesh size of 
the screen used to produce the turbulence. This result is shown 
in Fig. 12 together with the more recent data of Blair (1983). 
Clearly, the effect is as much as, and probably the principal 
reason for, the scatter in the previous figure. The maximum 
difference in Res/ between the data and the correlation given 
by Eq. (9) is roughly ±12 percent, which translates to a sig
nificant ±25 percent change in the streamwise location of 
transition. 

The results of Hislop and Blair may be correlated directly 
using Taylor's turbulence parameter with the momentum 
thickness as the characteristic length scale of the flow, viz., 
Tu V / M where M is the mesh size, but a more appropriate 
parameter would seem to be Ta = Tu 5^Jd/L, where L is the 
turbulence length scale. Using Blair's data, it was found that 
the effect of turbulence length scale on Ree, could be taken 
into account by substituting Tu = 1.93Ta in Eq. (9). Since 
this result is based on only two data points, a more trustworthy 
correlation awaits further measurements. 

The Reynolds number based on the length of transition, 
measured from y = 0 to 0.99, is plotted against the momentum 
thickness Reynolds number at the end of transition in Fig. 13. 
A reasonable fit to the data provides 

ReL r=75Re^ / 4 

which, as shown in the figure, is only slightly higher than the 
simple correlation for the growth of a turbulent boundary layer 
beginning at the onset of transition. This fact, shown previ
ously in Fig. 5, was used by Sharma (1987) to develop an 
equation for intermittency based solely on local boundary layer 
parameters. However, if one subscribes to the belief that the 
production of turbulent spots depends only on the parameters 
at the onset of transition x, and that they simply convect ac
cording to Chen and Thyson's model, it is unnecessary to use 
the local boundary parameters as a measure of the distance 
from onset of transition. 

Effect of Pressure Gradient. Transition measurements in 
accelerating/decelerating flows are scarce. Most of the work, 
with some exceptions, is at low turbulence levels and only 
considers measurements for the onset of transition. A review 
of these results may be found from Brown and Martin (1979). 
A more comprehensive set of measurements may be found 
from Abu-Ghannam and Shaw (1980); however, these were 
obtained using Preston probe and, according to Narasimha 
(1985), must be corrected as discussed in Appendix B. Un
fortunately, the corrections in flows with pressure gradients 
are only approximate. The only intermittency measurements 
from which both the onset of transition and the spot production 
rate may be determined are those by Blair (1983) for favorable 
pressure gradients, and Sharma et al. (1982) and Gostelow and 
co-workers (Gostelow, 1989; Gostelow and Blunden, 1989; 
Gostelow and Walker, 1991) for adverse pressure gradients. 

The onset of transition and its length have normally been 
presented in terms of the pressure gradient parameter Ae = 
(Q2/v)dU/dxaX transition, i.e., X9r. If transition is natural, i.e., 
via amplified disturbances of the Tollmien-Schlichting type, 
then \g, may be expected to play an important role.6 It is not 
evident, however, that this is the appropriate parameter for 
other routes to transition. In fact, Blair's data indicate that 
the acceleration parameter at transition, i.e., K, = (v/lfi)(dU/ 
dx),, is more appropriate for flows with a favorable pressure 
gradient where transition is via the bypass mode. Therefore, 
all of the following results are presented using K, as the relevant 
parameter. 

The effect of acceleration on the spot production rate, as 
obtained from the data of Blair, Gostelow, and Sharma, is 
shown in Fig. 14. In this figure, the ordinate is the spot pro
duction rate for K ^ 0 divided by its corresponding flat plate 
value, namely, (no)FP = \.5{\Q)~uTu1M (see Eq. (8)). In this 

The critical parameter in stability theory is the curvature of the velocity 
profile, which near the wall is directly proportional to \0. 
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format, the data for K, > 0, which actually include four data 
points, Tu = I and 2atK, = 0.2(10)~c and Tu « 2 and 5 at 
K, = 0.75(10)~6, collapse and appear as only two points at K, 
= 0.2 and 0.75(10)~6 . It may be worthwhile to note that these 
data were the only data in this figure obtained from tests 
conducted with K constant throughout the flow. Hence, for 
K, > 0, the physics of transition is similar to that on a flat 
plate and no oc Tu1M', According to the observations of Schraub 
and Kline (1965), no should approach zero as K, approaches 
3(10)"6 . 

The results for K, < 0 show a different behavior with tur
bulence level. (Here it must be remembered that the data in 
Fig. 14 have been normalized by the flat plate value.) In fact, 
for the larger negative values of K,, the effect of turbulence 
is less and the data can be correlated better using no oc Tu015. 
All of this agrees with the ideas presented earlier regarding the 
various modes of transit ion. That is, all results for K, > 0 fall 
within the bypass transition regime and should behave similarly 
with regard to the bypass mechanism, which in this case de
pends on the free-stream turbulence. The da ta for large neg
ative values of AT,, however, fall closer to the natural transition 
regime and depend more on the inherent instabilities of the 
flow. In other words, the effect of turbulence on transition is 
much less pronounced for unfavorable than for favorable pres
sure gradient flows. 

A unified correlation of these results was attempted but 
dismissed until more data for adverse pressure gradients are 
obtained (as seen, they do not quite match the flat plate results). 
Until then, the curves shown in Fig. 15 (drawn with some 
thought) are suggested. Although not shown, correlations based 
on either Naras imha 's parameter N or Walker ' s (1987) mini
mum transition length produce errors up to factors of three 
in the transition length over the complete range of pressure 
gradients and turbulence levels and are not recommended. The 
curves in Fig. 15 are expected to provide less than a 50 percent 
error in no, which translates to an error of about 25 percent 
in the length of transition. 

The effect of acceleration on the onset of transition is pre
sented in Fig. 16. For reference, the dotted lines in the figure 
represent the stability criterion (lower line) and the separation 
criterion as shown in Fig. 2. In general, Re w increases with 
either an increase in acceleration or a decrease in the free-
stream turbulence level. This trend is in agreement with all 
other data; see, for example, Brown and Mart in or Abu-Ghan-
nam and Shaw. For low turbulence levels, the effect of ac
celeration is significant, while for levels found in gas turbines, 
it is negligible. That is, at the high levels obtained in gas 
turbines, the onset of transition is controlled by the free-stream 
turbulence. This was found for all of the other parameters 
thought to govern transition (see Appendix A) . In this regard, 
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Fig. 16 The Reynolds number of transition as a function of the accel
eration parameter at transition for various free-stream turbulence levels 

models for the onset of transition such as proposed by Sharma 
(1987), which use Liepmann 's criterion for the onset of tran
sition look promising. This criterion assumes that transition 
begins when the fluctuating shear stress in the laminar bound
ary layer equals the friction velocity squared. Sharma et al. 
(1982) show that this model is easily incorporated in present 
boundary layer codes. In order to predict transition in gen
eralized flow situations, such as when using Navier-Stokes 
solvers, this approach appears absolutely necessary since the 
integrated quantities are not known a priori. 

The horizontal lines in Fig. 16 correspond to the correlation 
given by Eq. (9) and are seen to correlate the data well for Tu 
> 3. Hence, for the purpose of gas turbine design, it appears 
that the onset of transition may simply be predicted by using 
the flat plate result, viz., 

Re«, = 4007 ,«" (all conditions, Tu > 3) 

The shaded band indicates the predicted range of Ree / for 5 
< Tu < 10, viz., 95 < Re„, < 146. 

For accelerating flows, Blair (1982) and Sharma (1987) de
termined that the length of transition is different for the ther
mal and momentum boundary layers. The effect produces a 
longer transition for the thermal boundary layer than for the 
momentum boundary layer in flows developing under favor
able pressure gradients, while the reverse is true in flows de
veloping under adverse pressure gradients. It should be noted 
that this effect is solely pressure gradient dependent and dif
ferent from that discussed in Appendix A regarding heat trans
fer effects. Since pressure gradients affect the momentum and 
thermal development of any flow with a Prandt l number not 
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equal to one differently, this should not be a surprise. The 
implications of this result, however, are significant. First, in
ferring transition information from heat transfer measure
ments alone in flows with pressure gradients should be 
considered unreliable. That is, using Eq, (2) w i t h / = St to 
determine the intermittency distribution is only valid for flows 
with dp/dx = 0. This was clearly pointed out by Sharma (1987), 
Mayle and Dullenkopf (1989), and Blair (1990). Second, the 
physics of intermittency from a thermal point of view must be 
modified. 

To account for the difference in thermal and momentum 
transition lengths, Sharma (1987) introduced a thermal inter
mittency factor 7,, and correlated the thermal transition length 
with the Pohlhausen pressure gradient parameter Ae. As dis
cussed above, this approach is questionable. Nevertheless, to 
use his correction, the intermittecy y in the expression for heat 
flux in Eq. (7) should be replaced by yh where 

7,, = 1 - exp[- (na)h(Rex- Rexl) ] 

and 

(na),, = na[\ +(21 or 7.25)Xe]"
2-68. 

The first value in parentheses of the above expression is to be 
used for transition in favorable pressure gradients while the 
second is for adverse. 

Separated-Flow Transition. Of all the transition modes, 
there is none more crucial to compressor and low-pressure 
turbine design and none more neglected that this mode. The 
benefits are, for the most part, to be found in the efficiency 
of small engines and the low-pressure turbine and compressor 
of medium-sized engines. As pointed out by Hourmouziadis 
(1989), understanding and utilizing separated-flow transition 
through separation bubbles can easily increase low turbine 
efficiency by several points. Similar gains may be expected in 
small-engine turbine efficiencies. Furthermore, since com
pressor airfoils normally operate separated somewhere and 
since their off-design operating characteristics depend mainly 
on the nature of the separated flow, it is expected that a design 
utilizing controlled transition through separation bubbles will 
have as great an impact on compressor performance. In light 
of this, it is quite surprising that more work of a fundamental 
nature has not been done in this area. 

Separation bubbles come in two types, short and long, with 
the distinction between the two being their effect on the over
all pressure distribution. Short bubbles have only a local dis
placement effect, so that, before and after them, the pressure 
distribution is close to that predicted for the flow over the 
surface without separation. Long bubbles interact with the 
exterior flow to such an extent that the pressure distribution 
over the whole surface is appreciably different from that pre
dicted without them. Since small changes in either Reynolds 
number or angle of attack of an airfoil can cause a bubble to 
change catastrophically (called "bursting") from short to long, 
leading to a dramatic loss in lift and possible stall, it is of 
utmost importance to understand the process before successful 
designs with separation bubbles can be realized. 

For calculating flows with separation, the important steps 
have already been taken. One essential ingredient of success
fully predicting these flows is the ability to predict the bubble's 
displacement effect on the mainstream flow. This can be done 
by most modern boundary-layer type, viscous-inviscid inter
action computational programs or Navier-Stokes' solvers. A 
second essential ingredient is a good transition model. Present 
models are usually based on the work of Horton (1969) and 
Roberts (1980), and assume instantaneous transition at an em
pirically determined transition location within the bubble. For 
short bubbles, this may not be too bad, but it precludes using 
modern numerical codes from correctly predicting separated 
flow with transition. 
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The essential features7 of a laminar separation bubble with 
transition before reattachment are illustrated in Fig. 17. The 
actual flow is highly three dimensional and unsteady, so this 
figure is only a pictorial representation of the time-averaged 
situation. At separation (marked xs in the figure), the pressure 
gradient according to Thwaites (1949) is given by Xte= - 0.082 
where the subscript 5 refers to conditions at separation. After 
separation, the flow may be divided into two main regions, 
which are in general characterized by their corresponding pres
sure distribution. They are: (1) an upstream region of nearly 
constant pressure, and (2) a downstream region with a large 
pressure recovery. In Fig. 17, these are shown respectively as 
regions of constant free-stream velocity and deceleration. In 
the past, the first region was always called the laminar region 
and the end of the second region was always associated with 
reattachment (marked xr). However, after re-examining Gas-
ter's (1969) data (Figs. 10-21), the first region is really com
posed of an unstable laminar shear flow ending with the 
formation of turbulent spots at some position, say xh and a 
transition region between x, and xT. These results seem to have 
been overlooked and, as will be seen, form an important link 
between transition in separated and unseparated flows. 

A plot of the Reynolds number based on the conditions at 
separation and the distance (xT —xs) versus the momentum 
thickness Reynolds number Reto is shown in Fig. 18. The data 
are taken directly from measurements of Gault (1955), Gaster 
(1969), Roberts (1980), and Bellows (1985). Only data for 
which Re te were measured (not calculated) are presented. Even 
though all of the data except one are for low free-stream 

7This figure is based on re-examining old data in light of the present work 
and differs from that generally accepted today. 
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turbulence levels {Tu = 0.2-0.5) and are inappropriate for gas 
turbines, the ideas are presented to provide a much needed 
framework for future investigations at the higher levels. 

In general, most of the data fall along one line given by 

(Re,),r= Re*r- Re*s = 700 Reg;7 (10) 

This result is significantly different from that proposed by 
Walker (1989) based on stability considerations and a minimum 
turbulent spot merging distance. 

All of the data that lie close to the line given by Eq. (10) 
are for short bubbles. The data for Tu = 2.8, also a short 
bubble, fall below the rest, which is consistent with the trend 
found by Roberts (1980). The four data points lying above the 
rest are, however, for long bubbles and can be correlated by 
simply replacing the coefficient in Eq. (10) with 1300. While 
these may provide better correlations for predicting flows with 
separation bubbles, they certainly provide no further insight 
than before with regard to the transition and "bursting" proc
esses. 

From the analysis and results presented by Mayle and Paxson 
(1991), it can be shown that the turbulence level in intermittent 
flows with low free-stream turbulence is approximately given 
by Tu ~ y(Tu)T where the subscript Prefers to the turbulence 
level in the turbulent portion of the flow. Using this and as
suming (Tu) r is constant and equal to the value at the end of 
transition, the turbulence measurements taken by Gaster (7 
data points) and Bellows (1 point) were used to determine y (x) 
and, hence, the onset of transition in the shear layer xt similar 
to the method described in Appendix B for transition in un-
separated flows. The Reynolds number based on the difference 
between this distance and separation, (Rex)sl = Re*/ - Re„, 
is plotted in Fig. 19. The two highest data are from Gaster's 
measurements in long bubbles, while the lower data are from 
those in short bubbles. Both may be correlated by using the 
same Reynolds number variation given in Eq. (10) to provide 

(Rex)s/= 300 Reg;7 (short bubbles) 

(Re,)j,= 1000 Re°s
7 (long bubbles) (11) 

Subtracting these lengths from the total laminar-transition 
length provides the actual transition length in separated flows. 
This was done using all the data presented in Fig. 18 and the 
results are plotted in Fig. 20. Here the ordinate is now ReLT, 
the Reynolds number based on the transition length, i.e., ReL r 

= US(XT — x,)/v. Although a considerable scatter exists, it is 
apparent that the transition-length Reynolds number is inde
pendent of whether the bubble is short or long. A correlation 
of the data in this figure is given by 

ReL7-= 400 Reg;7. (12) 

The results imply that the difference between long and short 
bubbles is not the length of transition, but the length of the 

unstable laminar shear layer. Apparently, once transition be
gins it depends only on the separation Reynolds number and 
perhaps the free-stream turbulence. One would also expect the 
length of the laminar shear layer to depend on turbulence, but 
as found for attached transitional flows in adverse pressure 
gradients, its effect may be overshadowed by the inherent 
instabilities of the velocity profile. This raises some interesting 
questions. First, are there two modes of instability for sepa
rated boundary layer flows? If one considers Rayleigh's in-
viscid-instability analysis, the answer is yes. Secondly, do these 
two modes give rise to the two different lengths of the laminar 
shear layer in a separation bubble? 

Since transition, for the most part, takes place in the constant 
pressure region of the bubble, the production rate of turbulent 
spots in separation bubbles may be obtained using Eq. (12) 
together with that developed for transition in attached flows 
with zero pressure gradient, viz., no = 4.61/Re| r . This pro
vides 

na = 2.28(10) ~5/Re\, (13) 

and allows one to use all the techniques developed for attached 
transitional flows to determine separated transitional flows. 
Presently, it is suggested that Eq. (11) be used to determine 
the onset of transition in separated flows. 

All of this is somewhat tentative, and requires further ex
perimental investigation, particularly with regard to the effect 
of turbulence level. Nevertheless, in an effort to present a 
collective picture of transition for attached and separated flows, 
it is interesting to present all the results in one figure. One 
such presentation is shown in Fig. 21 where the transition length 
Reynolds number is plotted against the momentum thickness 
Reynolds number at transition. Since the momentum thickness 
Reynolds number changes little between separation and the 
onset of transition, one has Re9, « Re te for transition in sep
aration bubbles. For clarity, only lines representing the data 
are shown. 

The upper straight line is for attached flat-plate transition 
at all turbulence levels. Eliminating Tu between Eqs. (8) and 
(9) and substituting for no in terms in Rei7- results in the 
expression ReL r = 1 2 6 Re^;4. Transition in favorable pressure 
gradients occurs above this line, while transition in adverse 
pressure gradients occurs below. The dotted lines represent 
transition lengths at a constant turbulence level for different 
pressure gradients. Transition in separation bubbles with low 
free-stream turbulence occurs along the lower straight line and 
is given by Eq. (12). In addition, a curved line has been drawn 
that represents the transition length for attached flows at var
ious turbulence levels but with Ae/= - 0.082. This line has been 
obtained by using only the data to the far left in Fig. 14. The 
line is different from that for transition in separation bubbles 
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and indicates that transition in separation bubbles is shorter 
than for attached flow, even though the pressure gradient 
parameters \g, and Xto are the same. What is interesting is that 
the two merge somewhere around Ree, = 300, which roughly 
coincides with the maximum value for "bursting," as reported 
by Gaster, below which one may have either short or long 
bubbles. 

Periodic-Unsteady Transition. Unsteady flows in gas tur
bines caused by wakes from upstream airfoils or obstructions, 
such as shown in Fig. 22, have recently received much attention. 
One reason is that only recently have data from new full- and 
large-scale (rotating) compressor and turbine facilities been 
compared back-to-back to (nonrotating) cascade tests. Results 
of these comparisons have shown large time-averaged dis
crepancies in predicted losses and surface heat loads. On the 
suction surface, modern measurement techniques and data 
acquisition systems (see Hodson, 1984; Ashworth et al., 1985; 
DoorlyandOldfield, 1985a, 1985b; DoorlyetaL, 1985;Doorly, 
1988;Dringetal., 1986; Dunn, 1986; Dunn etal., 1986;LaGraff 
et al., 1989; Wittig et al., 1988; Dong and Cumpsty, 1990a, 
1990b) have allowed one to determine the discrepancy caused 
by an improper account of laminar-turbulent transition. In 
particular, it has been shown that the transition, as a result of 
the unsteady passing of wakes from the upstream airfoils, is 
unsteady and cannot be predicted using steady-flow boundary 
layer analysis. 

Recent measurements by Johnson et al. (1990) have shown 
that a passing shock wave from an upstream airfoil can also 

induce transition. In their case, the shock wave caused a small, 
concentrated vortex on the pressure side of the airfoil near its 
leading edge and induced transition as it moved along the 
surface. Since a theory is not yet available for this unsteady 
shock-induced mode of transition, it is presently proposed that 
it be treated identically to that for wake-induced transition. 

Models for unsteady wake-induced transition have been pro
posed by several investigators; namely, Doorly (1988), Sharma 
et al. (1988), Addison and Hodson (1990a, 1990b), Mayle and 
Dullenkopf (1989, 1991), and Hodson (1990). While Sharma, 
Addison and Hodson, and Hodson were mainly concerned 
with the effect of transition on the aerodynamic loss and showed 
that the time-averaged loss depended on the reduced frequency, 
Doorly and Mayle and Dullenkopf were mostly concerned with 
its effect on the time-averaged heat load distribution. Much 
earlier, however, Walker (1974) described a model for unsteady 
transition on compressor blades, which depended on the un
steady formation and collapse of separation bubbles, and Pfeil 
and Herbst (1979), after conducting an innovative set of ex
periments, qualitatively described the model for wake-induced 
transition, which is now generally accepted as correct. 

In particular, Pfeil and Herbst and later Pfeil et al. (1983) 
showed that the wakes caused the boundary layer to become 
turbulent during their "impingement" on the plate. This, they 
pointed out, formed wake-induced transition zones, which 
propagated down the plate at a velocity less than the wake 
passing velocity. Although not formally stated, they implied 
that the time-averaged condition of the boundary layer may 
be obtained from 

/ = ( 1 - 7 ) A + f / r (14) 

which is similar to Eq. (2) except that 7 is now the time-averaged 
intermittency. In addition, Pfeil and Herbst also discovered 
regions of natural transition occurring between those induced 
by the wake. This is significant in that it implies that multiple 
modes of transition can occur independently of one another 
on the same surface at the same instant. The situation is shown 
in Fig. 23 where the intermittency distribution along such a 
surface is plotted. While instantaneous distributions of inter
mittency are shown for the wake-induced transition regions, 
the time-averaged distribution for the normal-mode transition 
region is shown. An instant later, the intermittency distribu
tions associated with the wakes will have moved downstream 
(to the right) and broadened. The normal-mode transition is 
now considered to originate at xtn, while the wake-induced 
transition is considered to originate at x,w. At the instant de
picted, the boundary layer, which is first laminar (to the left 
of xlw), becomes turbulent (at xlw), then laminar (between x,„ 
and x,„) and turbulent again. 

Doorly used the intermittency concept and assumed that the 
high turbulence content of the wake produces a turbulent patch 
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TURBULENT SPOTS 

WAKE FOOT PRINT 

Fig. 24 Coalescence of turbulent spots into turbulent strips as a result 
of a passing highly turbulent wake 

in an otherwise laminar boundary layer during each passing. 
To obtain the time-averaged flow, he used Eq. (14) and an 
intermittency determined by computing the temporal position 
of the wake and its width along the surface. That is, he assumed 
transition propagated at the same rate as the wake. Measure
ments by Pfeil et al., Addison and Hodson, LaGraff et al., 
and Liu and Rodi (1989) indicate that this is not the case. 
Comparison with time-averaged heat-flux measurements 
showed only a qualitative agreement. 

Mayle and Dullenkopf based their model on Emmons' tur
bulent spot theory. Their extension of Emmons' theory consists 
of two main points. First they considered that transition can 
occur in multiple modes such that two or more modes of 
transition can be occurring simultaneously as shown in Fig. 
23. Second, they considered the production function for tur
bulent spots, g(P0) in Eq. (1), to be a function of time and 
space. In addition, they assumed that the production of tur
bulent spots caused by the passing wake was so intense that 
the spots immediately coalesced into turbulent "strips," such 
as shown in Fig. 24, which then propagated and grew along 
the surface within the laminar boundary layer. Contrary to 
Doorly, however, once the turbulent strip was formed it was 
allowed to propagate and grow independently of the wake. As 
a result, their theory predicts a wake-induced intermittency 
distribution with no need to calculate the wake position. 

Assuming that the turbulent spots, which are produced nor
mally (through a normal "steady" mode) and by the periodic 
passing of wakes imbedded in the free stream (wake-induced 
transition), are independent, Mayle and Dullenkopf found that 
the time-averaged intermittency y is given by 

T W = 1 - H - 7 » W ] [ 1 - T » M ] (15) 

where yn and yw are the intermittency distributions for normal 
and wake-induced transition. The tilde refers to a time-aver
aged quantity over the wake passing period. The intermittency 
y„ is given by Eq. (6) where the onset of transition and the 
spot production rate are given by the expressions for the ap
propriate normal mode of transition (e.g., Eqs. (8) and (9) for 
natural transition with dp/dx = 0). 

Assuming a square wave distribution for the turbulent-strip 
production function and evaluating the production rate from 
experiments, Mayle and Dullenkopf found a relatively simple 
expression for the time-averaged, wake-induced intermittency 
yw, namely 

7„,(x) = l - e x p 1.9 
UT 

(16) 
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Fig. 25 Time-averaged intermittency distribution as a function of the 
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Fig. 26 The distribution of a wake-induced transitional heat transfer 
coefficient as predicted by the Mayle-Dullenkopf model 

Figure 25 presents a comparison of this result with data from 
experiments conducted in a wind tunnel, a cascade facility, 
and a large-scale rotating turbine facility. The agreement is 
seen to be excellent. Expressing T in terms of the wake-passing 
frequency u> and introducing a chord length c, an equation 
incorporating the reduced frequency o>r is obtained, i.e., 

7iv(*) = l - e x p -0.302tor 

In this expression, U is the airfoil's incident velocity and T is 
the wake-passing period. 

where <x>r = uc/U. From this it can be deduced that the time-
averaged loss for wake-induced transitional flow on a surface 
will depend only on the reduced frequency oin as found by 
Sharma et al. and Hodson, and the beginning of transition 
xtw/c. 

From Eq. (14) wi th / = St, Eqs. (6), (16), calculated values 
of StL(x) and StT{x), and knowing the spot production rate 
and onset of transition (both x,n and x,w), the time-averaged 
surface heat flux distribution caused by wake-induced and any 
normal mode of transitional flow on the surface may be de
termined. Similarly, equating / to the energy thickness, the 
time-averaged loss may be obtained. The result of one such 
calculation is shown in Fig. 26 where the heat transfer coef
ficient on a first-stage turbine blade with wakes passing at two 
different frequencies is presented. The calculation, which in-

, eludes the time-averaged multimode effects of a wake-induced 
transition that begins near x/c = 0.25 and a normal transition 
that begins near x/c = 0.8, is seen to be in excellent agreement 
with the data. In order to make this comparison, however, the 
beginning of transition x,„ had to be experimentally obtained. 

Presently, there is very little information about xtw. Cor
relation of Pfeil and Herbst's (1979) flat-plate results provides 
a transition Reynolds number based on the momentum thick
ness at transition of 145, i.e., Re6lw = 145. This lies above the 
value predicted using Fig. 10 and seems to exclude a simple 
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connection between Reotw and the maximum intensity of tur
bulence in the wake. In fact, a value of Ree, = 145 corresponds 
to Tu « 4 percent, which is about four times lower than the 
maximum value in the wake as reported by Pfeil et al. Recently, 
Addison and Hodson (1991) presented a theory that assumes 
that x,w varies with time according to the convected turbulence 
level in the wake and its effect on Ree„v. While this is un
doubtedly true for wakes with very low turbulence levels, the 
result just mentioned seems to contradict their assumption for 
wakes normally found in gas turbines. However, the possibility 
does exist that the effect of turbulence beyond a certain "sat
uration" level is of little consequence in producing a turbulent 
strip. From the above comparison, this level might be about 
4 percent. The discussion so far has not mentioned the tur
bulence length scale effect in the wake. As shown for other 
modes of transition, this effect cannot be neglected. This should 
also be expected for wake-induced transition. Along a some
what different line of thought, it may be expected that the 
"jet-" or "sink-like" behavior of a wake as it passes over the 
surface (see Kerrebrock and Mikolajczak, 1970) could also 
trigger transition. Dong and Cumpsty (1990b), however, found 
no evidence that this actually happens. Hence, while the mech
anism for wake-induced turbulent spots in Pfeil and Herbst's 
experiment seems to reside in the intensity and scale of tur
bulence within the wake, the connection is not yet known. 

In regard to transition on airfoils, a correlation of the data 
from Dring et al. (1986) provides Ree„v = 45, which is lower 
than any value to be expected from considering a bypass mech
anism based on wake turbulence. It appears that transition is 
provoked in this case by a periodic formation and collapse of 
a suction side leading edge bubble caused by the variation in 
incidence angle form the passing wake. On the other hand, 
this does not appear to be the case in any of the other unsteady 
airfoil experiments, viz., Addison and Hodson (1990a), Dong 
and Cumpsty (1990b), Mayle and Dullenkopf (1989, 1991), 
Dullenkopf et al. (1991), and Liu and Rodi (1990). In fact, 
for most of those just mentioned, the onset of wake-induced 
transition appears to occur on the suction surface at the point 
of minimum pressure. Obviously, more work is required before 
a complete understanding of the production mechanism for 
wake-induced turbulent strips is obtained. 

Part III—Transition in Throughflow Components 

Transition Phenomena in Compressors. Even though the 
flow in a compressor is complex and involves large regions of 
three-dimensional endwall and clearance-leakage flows, the 
skin friction losses associated with the airfoils usually account 
for half of the loss in stage efficiency at design. Off design, 
however, this loss rises dramatically as a result of massive 
airfoil separation. For compressors, as low-pressure turbines, 
the separation process is closely tied to transition such that the 
interplay between the two must be understood. Therefore, the 
basic role of transition in compressors is not only in reducing 
on-design losses, but in improving the off-design behavior and, 
as a result, increasing the off-design margin. Success, however, 
crucially depends on understanding transition in adverse pres
sure gradients, transition in separated flows, and wake-induced 
transition. In fact, nowhere else, except perhaps in the low-
pressure turbine, is it more crucial in the engine to understand 
such a variety of transition modes and their interaction than 
in the compressor. 

Modern compressor airfoils are generally designed with a 
prescribed velocity distribution. While this design method al
lows for greater flexibility and, possibly, larger stage efficien
cies, than the design methods of the past, it requires a good 
understanding and an ability to predict the boundary layer 
development along the airfoil. Since a compressor operates 
over a wide range of flow conditions, from low to high inlet 
Reynolds and Mach numbers as well as at high positive and 
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shown in Fig. 27 with Re,. = 3(10)5 

negative incidence angles, designing compressors, as designing 
low-pressure turbines, is sometimes considered more of an art 
than a science. 

General Flow Considerations. A modern compressor-air
foil pressure distribution is shown in Fig. 27. Here, the pressure 
coefficients based on inlet conditions for both the pressure 
and suction sides are plotted as functions of the distance along 
the airfoil. After an inital leading edge variation caused by a 
change in surface curvature, the pressure rises slightly over the 
first half of the pressure surface and then decreases over the 
last half. On the suction side, after the leading edge effect, the 
pressure decreases to a minimum and then rises such that the 
pressure gradient is first strongly adverse and then only mildly 
so. The concept of this design is to obtain the highest possible 
turning (increase of pressure across the row) with the lowest 
loss by promoting a laminar boundary layer over the forward 
portion of the suction side with transition near the point of 
minimum pressure. The largest adverse pressure gradient is 
then imposed on the flow immediately after transition when 
the turbulent boundary layer is the thinnest, and therefore 
least likely to separate. Further aft, as the boundary layer 
grows, the pressure gradient is relaxed to prevent separation. 
In cascade tests (e.g., Hobbs and Weingold, 1984), designs of 
this sort normally provide a low loss up to off-design angles 
of about ±7 deg and then a catastrophically increasing loss 
when the boundary layers separate without reattaching. Since 
these tests are usually conducted with a low free-stream tur
bulence level, this behavior may not be typical for the engine. 
Nevertheless, the problem is to predict transition correctly on 
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FORWARD TRANSITION 
(Separated-Flow Shown) 

Separation Bubbles 

Fig. 29 Transition on a typical compressor airfoil at design conditions 

the suction side since the whole design concept depends on the 
boundary layer being turbulent as the flow diffuses. 

The distributions of the acceleration parameter correspond
ing to the airfoil pressure distributions shown in Fig. 27 are 
presented in Fig. 28 for a chord Reynolds number of Rec = 
3(10)5. The large variations in the distributions near the leading 
edge, resulting from the curvature changes, usually cause small, 
leading-edge laminar separation bubbles to form. Generally, 
these bubbles have no effect on airfoil performance and little 
effect on subsequent boundary layer growth unless the airfoil 
operates at large off-design incidence angles (see later). Since 
Kis inversely proportional to the chord Reynolds number, the 
acceleration parameter for other values of the chord Reynolds 
number can easily be obtained. The value above which reverse 
transition occurs is also shown. 

The transitional flows that usually exist on a compressor 
airfoil at design are sketched in Fig. 29. On the pressure surface, 
transition usually begins before the point of maximum pres
sure. Near the trailing edge on the pressure surface, acceler
ation parameters approaching those necessary to reverse the 
transition process are not uncommon. Hence, as recently shown 
by Dong and Cumpsty (1990a), it is possible to have a flow 
on the pressure surface that is always in a transitional state. 
Although this situation may be calculated with reasonable ac
curacy using modern computational procedures and the meth
ods described in Part II, it is generally of little consequence 
since the loss incurred on the pressure side of the airfoil at 
design is always small compared to that on the suction side. 

Not only is the boundary layer development on the suction 
side more complicated than that on the pressure side, it is more 
important to predict. On this side, transition usually begins 
near the point of minimum pressure and occurs via either the 
bypass or separated-flow mode depending on Reynolds num
ber. For a successful design, transition must be completed 
before the boundary layer experiences the strong adverse pres
sure gradient. After transition, the turbulent boundary layer 
is generally maintained in a state of "controlled diffusion" 
(Stratford, 1959) by designing A" « const/Re9. This condition 
provides boundary layer growth at a constant shape factor and 
skin friction coefficient (see Jones and Launder, 1972). In older 
designs, the adverse pressure gradient on the suction surface 
was stronger aft. This produced a longer transition and usually 
a turbulent boundary layer separation near the trailing edge. 
Contrary to the off-design behavior of controUed-diffusion 
airfoils, these designs lead to a more gradual loss in perform
ance with increasing angle of attack until separation moves 
ahead of transition. As shown by Wisler (1985), they may also 
provide a larger compressor flow range. 

Since either a bypass or separated-flow transition can occur 
on the suction side, it is worthwhile here to reconsider the 
criteria for transition and separation in light of the results 
presented in Part II. Since laminar separation occurs when XBs 

= RejsKs — - 0.082, transition will always begin before sep
aration when K > Kail = -0.082/ReI,. Using Eq. (9), this 
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criterion can be expressed in terms of the free-stream turbu
lence level, namely, Kait = -5.13(10) 7 Tus'\ This result is 
plotted in Fig. 30. Above the line transition will occur before 
the laminar boundary layer separates, while below the line 
separation precedes transition. 

With engine turbulence levels greater than 5 percent, Kcrit 

will always be less than - 3.8(10)"6. Therefore, as an example, 
for the airfoil shown in Fig. 28, transition on the suction side 
will precede separation in the engine since K is everywhere 
greater than Kait except at the leading edge where, as previously 
discussed, laminar separation bubbles can occur. If tests were 
conducted at low free-stream turbulence level, however, say 
Tu = 1, the same calculation provides Kail = -5.1(10)" 
indicating that the boundary layer will separate before it tran
sitions. Therefore, cascade tests operated at reduced turbulence 
level (e.g., Roberts, 1975; Cyrus, 1988; Schulz and Gallus, 
1988) may be completely misleading. This situation was re
cently shown by Dong and Cumpsty (1990a) who found that 
a separation bubble that existed on the suction surface at low 
turbulence levels disappeared at a higher level. In their case, 
however, the losses were hardly affected, since transition on 
the airfoil began in a strong, adverse pressure gradient region. 
As a result, the production of turbulent spots was large and 
the transition length was short compared to the length for 
which the flow was turbulent. 

The effect of Reynolds number can be ascertained from Figs. 
28 and 30. As the chord Reynolds number decreases, the ac
celeration parameter increases according to K <x 1/Rec. There
fore, a point on the airfoil in an adverse pressure gradient for 
which K was originally greater than Kan can have K < Kcrit 

at a lower Reynolds number. That is, as the Reynolds number 
decreases, the flow there can separate before transition. While 
this behavior is discussed in more detail in the section on low-
pressure turbines, it is interesting to stop and consider this 
progression from a "transition first" to "separation first" 
flow. 

Since transition is a temporal and spatial stochastic process, 
laminar separation can occur in a transitioning flow between 
the turbulent spots as shown in Fig. 31. For this flow, sepa
ration and reattachment is an unsteady process where laminar 
separation bubbles form and collapse between the turbulent 
spots. When separation occurs within the transition zone, i.e., 
x, < xs, the bubble is probably "short." As the Reynolds 
number is reduced, however, separation moves forward until 
it reaches the position x„ at which point Rete = Reet. With a 
further reduction of Reynolds number, separation moves up
stream of transition, i.e., xs < x„ and a region of completely 
laminar separated flow develops between separation at xs and 
transition at x,. Apparently, this is when long bubbles become 
possible. 

In Fig. 29, the effect of periodic unsteady flow was not 
considered. The major effect is caused by wakes from previous 
airfoils or obstructions. The unsteady convection of wakes 
through airfoil rows was first described by Smith (1966) and 
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Fig. 34 Transition on a compressor airfoil at off-design incidence 

subsequently analyzed by Kerrebrock and Mikolajczak (1970). 
The process is shown in Fig. 32 where one must imagine the 
various wake segments as being convected with the flow. These 
wakes not only produce fluctuations in velocity (total pressure), 
but in incidence, turbulence, and total temperature as well. 

The effect of velocity and incidence fluctuations is most 
acute where the pressure gradients on an airfoil are the greatest. 
In general, this is near the airfoil's leading edge. Here, the 
fluctuations can produce oscillating separation bubbles. As far 
as transition is concerned, however, the variation in turbulence 
level is most important (except at off-design conditions and 
low Reynolds numbers where the incidence fluctuations can 
drastically alter the leading edge separation bubble). Since 
wake-induced transition begins earlier than any normal-mode 
transition, the time-averaged losses with the periodic passing 
of wakes will be larger. The same may be said for shock-
induced transition as described by Johnson et al. (1990), al
though their work was done on turbines. 

The unsteady transition caused by wakes (or shock waves) 
produces a multimoded transition situation such as described 
in Part II. An interesting effect arises, however, from their 
interaction. For example, consider the interaction between 
transition induced by a wake and that from a separation bubble 
as shown in Fig. 33. Before interaction and when the wake is 
upstream of the separation bubble, time tu two distinct regions 
of transition are found. As the wake-induced transition con
verts downstream and passes over the separation point, time 
h, the bubble "disappears" because the flow at the original 
point of separation is turbulent and able to withstand the 
adverse pressure gradient. Once transition induced by the wake 
passes, however, time C3, the bubble reforms and transition 
downstream is a combination arising from both. Evidence of 
this interaction has only recently been found by Dong and 
Cumpsty (1990b) and Schroder (1989). No information exists 

on the interaction between wake-induced transition and the 
massively separated flow that occurs at off-design conditions, 
but it is not difficult to imagine large oscillations of separated 
and attached flow occurring as a result of the process just 
described. 

Between design and off-design conditions, the transition and 
separated regions become progressively larger. (Considering 
separation occurs at transition, Reto = Ree, and assuming Tu 
= 5 percent, the separation bubble will have a length of R e i r 

= 42,500 if it is long; 1000 if it is short.) The progression may 
not be always regular in that a separation bubble may suddenly 
burst as previously discussed. Nevertheless, at large off-design 
incidences, large regions of flow separation are normal. This 
is shown in Fig. 34. Flows of this sort are also found on airfoils 
operating at chord Reynolds numbers near 100,000 (Roberts, 
1975; Cyrus, 1988; Mueller etal., 1983; Citavy and Jilek, 1990); 
however, much of the work was conducted at low free-stream 
turbulence levels with the exception being that presented by 
Citavy and Norbury (1977). In any case, at either large off-
design incidences or low Reynolds numbers, accel
eration parameters less than the critical value (Fig. 30) are 
obtained and separation occurs before transition, i.e., Reto < 
Ree, « 100 to 150. The present problem, however, is that there 
is not enough information at the higher turbulence levels to 
predict accurately the laminar and transitional lengths asso
ciated with these separated flow regions. 

At large positive angles of incidence (Fig. 34 right), a small 
laminar separation bubble is found on the suction surface near 
the leading edge, where a sharp negative spike in K usually 
exists. At large negative angles (Fig. 34 left), this bubble dis
appears. Farther downstream on the suction surface, the flow 
separates completely with separation occurring much earlier 
for positive angles than negative, if separation at the negative 
angles occurs at all. Although only the extreme situations where 
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Fig. 35 Transition in an exit duct of a straight-through burner 

complete separation occurs are shown, it is possible at inter
mediate angles that the flow reatttaches turbulently after an 
extended transitional-separated flow. In fact, by considering 
the pressure distributions and the ideas of transition and sep
aration presented above, it is not difficult to visualize the 
progression from the on- to extreme off-design situations as 
presented in Figs. 29 and 35, respectively. The difficulty, of 
course, is in predicting it. On the pressure surface, an extended 
region of transitional flow is again found at large positive 
angles of incidence (Fig. 34) but, because of higher accelera
tions, it begins later than that at design and may never be 
completed. While a leading edge bubble will not occur at these 
angles, at large negative incidence angles it develops into a 
massive separation, which may or may not reattach. Whether 
it does or not depends on the length of the laminar and tran
sitional shear layer in the bubble and the interaction with the 
whole flow field. 

Some Specific Design Considerations 

(a) To model transition and separation correctly, all tests 
for compressor design purposes must be operated at high inlet 
turbulence levels with appropriate turbulent length scales. 

(b) To calculate transitional flows on compressor airfoils 
correctly, one must allow for transition in both the forward 
and reverse directions with periodic wake-induced transition. 

(c) To calculate separated-flow transition and the massive 
separation at low Reynolds numbers and off-design angles of 
incidence correctly, one must consider modeling the laminar, 
transitional, and turbulent shear layer flows, which may be 
large in extent and may or may not be near a surface. 

(d) Designers should consider the change of K relative to 
Kclit for variations of Reynolds number and angle of incidence. 

(e) Designers should consider forcing a short, separated-
flow transition by a local change in surface curvature (and 
therefore a local change in K) as a method of controlling 
transition and increasing design margin. 

Suggested Transition Research for Compressors 

(a) Experiments should be conducted to investigate sep
arated-flow transition at high turbulence levels and appropriate 
turbulent length scales. 

(b) Experiments should be conducted to investigate the 
unsteady interaction between large separated regions and the 
periodic passing of wakes. 

Transition Phenomena in Combustors. Transition is gen
erally not thought of as occurring in combustors. However, 
as shown recently by Paxson and Mayle (1991), laminar bound
ary layers can and do exist in flows with extreme turbulence 
as long as the pressure gradient is favorable. Consequently, in 
the exit ducts of combustors where large favorable pressure 
gradients are obtained, laminar and transitional flows occur 
with transition being in either direction. Usually, there is no 
effect on the aerodynamic performance of the combustor un
less, as possible in reverse-curved exit ducts, the duct is so 
poorly designed that it separates. Therefore, the main role of 
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Curved 
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Fig. 36 Transition in a reverse-curved exit duct 

transition in combustors is its effect on heat transfer. Since 
convective heat transfer to the liner walls is significant only in 
the exit duct, it is only here that one may expect a benefit from 
understanding the role of transition. 

General Flow Considerations. For the most part, a com
bustor may be considered as a highly turbulent, constant pres
sure, low-velocity device. In the exit ducts, however, 
acceleration is significant and the accelaration parameter 
reaches some of the highest values in the engine. This has a 
twofold effect. First, the acceleration causes a reduction in the 
mainstream turbulence intensity and shifts the frequency range 
of turbulence toward the lower frequencies. In this sense, the 
exit duct acts as low-pass filter. However, the resulting tur
bulence is still large and stubbornly persists, particularly the 
low-frequency components, through most of the turbine. Sec
ond, the high acceleration causes the boundary layers on the 
walls, whether film cooled or not, to transition from turbulent 
to laminar flow. This latter effect may be alternatively viewed 
as an initiation of a new boundary layer, which, because of 
its low Reynolds number, is laminar. Depending on the ac
celeration, turbulence levels, and duct length, the flow may 
then again transition, but in a forward direction. 

This situation is shown in Fig. 35 for flow through an exit 
duct in a typical medium-sized engine where forward transition 
may not occur, and in Fig. 36 for flow through a reverse-
curved exit duct where forward transition usually follows the 
reverse transition process on both walls. In the latter case, 
forward transition is initiated in a highly accelerated region 
and the production of turbulent spots is relatively small (Fig. 
15). This produces an extended transition, which may or may 
not be complete before the end of the duct. In either case, 
however, the convective heat load will increase through the 
duct in contrast to that predicted if turbulent flow were as
sumed to exist throughout. That is, because of transition, the 
heat loads will be highest in the aft portion of the duct even 
though the acceleration there is minimal. 

In a reverse-curved exit duct, if transition does not begin 
before the minimum pressure location on the convex wall, the 
laminar boundary layer there may separate. This situation is 
easily avoided, as usually done, by designing the duct such 
that the pressure gradient parameter \e is always greater than 
-0.082 on the convex wall. On the concave wall, the scenario 
is much the same as that on the convex wall but, since the 
boundary layers are thicker, the heat loads are roughly half 
those found on the convex wall. Therefore, transition on the 
concave wall is not as critical from a cooling standpoint as 
that on the convex wall. 

The acceleration parameter for the convex wall of a typical 
reverse-curved exit duct is shown in Fig. 37. At its entrance, 
Kis higher than 20(10)-6 and over half of its surface is higher 
than that for reverse transition, viz., K = 3(10) 6. Hence, the 
flow over the forward portion of the surface will be laminar 
(albeit highly disturbed). 
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Fig. 37 Acceleration parameter and intermittency distributions on the 
convex wall for a reverse-curved exit duct 

To the author's knowledge, no information is available in 
the published literature on flows or heat transfer in combustor 
exit ducts. In order to illustrate the ideas presented above, 
therefore, a simple calculation was performed for the convex 
wall of a reverse-curved exit duct using the acceleration pa
rameter distribution in shown in Fig. 37. The momentum thick
ness Reynolds number was calculated for the flow and the 
onset of transition determined using Eq. (9) with Tu = 7 
percent. Admittedly this value for Tu is low, but it must be 
remembered that the very large fluctuations are usually as
sociated with the large-scale turbulence, which simply appear 
as an unsteady free stream to the boundary layer. Furthermore, 
no data on Tu are available for these flows. In any case, since 
transition was predicted to begin within the region where K is 
greater than that required for reverse transition, transition was 
assumed to begin where K = 3(10)~6 according to the impli
cations of reverse transition on forward transition as discussed 
in Part I. Here, the need for conducting transition experiments 
at high turbulence levels in large favorable pressure gradients 
becomes obvious. 

The intermittency distribution was calculated using Eq. (6) 
(modified according to Chen and Thyson) and Figs. 9 and 15. 
The result is also shown in Fig. 37 and indicates that transition 
is only half completed by the end of the duct. For a designer 
counting on turbulent flow before the minimum pressure lo
cation to prevent separation, this could be disastrous. 

The corresponding Stanton number distribution is shown in 
Fig. 38, where both the fully laminar and turbulent distribu
tions are shown for comparison. The Stanton number for 
transition was calculated using Eq. (2) with x, as the beginning 
of the turbulent boundary layer. The Stanton number along 
the wall is seen to increase continually through transition as 
does the heat transfer coefficient (plotted in arbitrary units). 
This is directly opposite the trend that would be predicted if 
the flow was assumed to be turbulent throughout and suggests 
that heat loads on combustor exit ducts should be predicted 
by using boundary layer codes that allow both forward and 
reverse transition. 

Some Specific Design Considerations 

(a) To calculate heat loads on combustor exit ducts cor
rectly, boundary layer codes that allow both forward and re
verse transition should be used. 

(b) Designers should consider that the boundary layer on 
the convex wall of a reverse-curved exit duct may not be tur
bulent before the point of minimum pressure. 

Suggested Transition Research for Combustors 

(a) Experiments should be conducted to examine reverse 
transition at high free-stream turbulence levels. 

(b) Experiments should be conducted to examine forward 
transition with large accelerations at high free-stream turbu
lence levels. 
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Fig. 38 Stanton number and heat transfer coefficient distributions on 
the convex wall for a reverse-curved exit duct 

Transition Phenomena in Turbines. Predicting flows in the 
turbine is presently ahead of the ability to predict the flow in 
any other component of the engine and is now so sophisticated 
that many unsteady and three-dimensional effects can more 
or less be routinely handled (see Sharma et al., 1990). This 
situation is mainly a consequence of efforts begun in the late 
1960s to predict airfoil heat loads accurately in face of the 
ever-increasing turbine inlet temperatures. Since turbine air
foils fail locally, the need for predicting the local airfoil heat 
load is crucial to providing adequate cooling and acceptable 
durability. "Adequate" in this sense implies cooling schemes 
that are "tailored" to the heat load distribution in order not 
to incur large losses in engine efficiency due to excessive cooling 
flow. Two other reasons for the advanced state of turbine flow 
prediction are: (1) Flows in the compressor and combustor 
involve large separated regions and are therefore much more 
difficult to predict, and (2) the numerical error of earlier codes 
overshadowed the aerodynamic losses that are the designer's 
primary concern in a compressor. In addition, measurements 
of boundary layer parameters and heat transfer distributions 
in large-scale test facilities, such as those conducted by Langs-
ton et al. (1977), Graziani et al. (1980), Dring et al. (1982), 
and Hodson (1984), were used to "verify" many of the modern 
computational programs. 

Since the flow on a turbine airfoil is transitional and since 
turbulent heat transfer is generally three to five times larger 
than laminar, transition has always played a significant role 
in turbines. In the high turbine, the primary role of transition 
is in affecting heat load distributions. For modern, extensively 
film-cooled turbines, however, transition in the first stages is 
becoming less important. As shown by Blair et al. (1989a, 
1989b), the trend toward low aspect ratios with large regions 
of vortical flow also decreases the role transition plays in the 
overall heat load and aerodynamics. Since aerodynamic losses 
are mostly attributed to the turbulent flow after transition, the 
effect of transition on losses is generally small in the high-
pressure turbine. In the low-pressure turbine, the flow is pri
marily two-dimensional and has a low Reynolds number. Here, 
as described by Hourmouziadis (1989), understanding the role 
of transition is crucial to an aerodynamically efficient design. 
The one to two point increase in efficiency for the latest low-
pressure turbine designs demonstrates this point well. For small 
,gas turbines, which operate at Reynolds numbers similar to 
those found in the low-pressure turbine of a medium-sized 
engine, transition is important to both the aerodynamic and 
thermal design. In this case, however, because of the low aspect 
ratios and eventually because of a greater reliance on film 
cooling, its effect may not be as dramatic. 

As the turbine operation changes from sea level takeoff to 
cruise, the most critical changes occur in the low-pressure tur
bine. This is because the operating Reynolds numbers are low 
there to begin with and a further decrease can cause separation 
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Fig. 39 Pressure distributions for a typical high-pressure turbine airfoil 

to occur before transition. In this respect, the role of transition 
in low-pressure turbines is more similar to that in compressors 
undergoing large variations in mass flow than to that in a high 
turbine. As a result, much of that discussed above with regard 
to the various mechanisms of transition in compressors is di
rectly applicable to low-pressure turbines. In the following, 
the general description of transitional flow is subdivided into 
two parts. The first concerns transition in the high-pressure 
turbine, while the second concerns that in the low-pressure 
turbine. 

General Flow Considerations—High-Pressure Turbines. A 
midspan pressure distribution for a typical high-pressure tur
bine airfoil is shown in Fig. 39. The airfoil overlaid on the 
figure corresponds to a second-stage stator. After an initial 
variation, the pressure on the pressure surface is nearly con
stant until midchord and then decreases. On the suction sur
face, the pressure gradient is favorable over much of the 
forward portion of the airfoil and mildly adverse over the 
remaining half. The ratio between the distances of favorable 
and adverse pressure gradients (forward or aft loaded) has 
always been a question of design philosophy, which really 
depends on one's understanding of transition. This was shown 
by Sharma et al. (1982) who investigated the boundary layer 
development on a surface for both forward and aft-loaded 
type pressure distributions. 

The variation in pressure near the leading edge, a conse
quence of the change in surface curvature there, is always found 
on turbine airfoils and occurs on either the pressure or suction 
surface or both. It is particularly noticeable on high-pressure 
turbine airfoils, where large leading edges are designed in order 
to reduce the heat load and provide space for internal cooling 
schemes. As in compressors, and on airfoils without film cool
ing, small laminar separation bubbles may occur here, which 
generally have little consequence unless, as discussed before, 
they are the source of an unsteady, wake-induced transition 
(Dringetal., 1986). In some situations, however, a short bubble 
with turbulent reattachment is found (Bellows and Mayle, 
1986). For airfoils with a film-cooled leading edge, Mick and 
Mayle (1988) have shown that these bubbles do not occur. 

Distributions of the acceleration parameter for the suction 
and pressure sides of the airfoil shown in Fig. 39 are presented 
in Fig. 40. These are shown for a Reynolds number, based on 
the axial chord, of Rec. = 6(10)5. For other Reynolds numbers, 
the values shown here should be multiplied by the inverse of 
the Reynolds number ratio. For other angles of incidence, both 
the shape of the distributions and magnitudes change. For the 
conditions presently being considered, the acceleration param
eter exceeds that for reverse transition near the leading edge 
on the suction surface and over more than half of the latter 
portion on the pressure surface. In addition, the acceleration 
parameter is less than the critical value of -3.8(10~6), cor-
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Fig. 40 Distributions of the acceleration parameter for airfoil pressure 
distributions in Fig. 39 at Re„ = 6(10)5 

responding to a free-stream turbulence level greater than 5 
percent, near the leading edge on the pressure surface. These 
trends are typical of all high-pressure turbine airfoils. If the 
flow separates near the leading edge on the pressure side and 
reattaches turbulent, it will always transition back to laminar. 
This was also shown to happen on the suction surface by 
Hodson (1984). 

Although Taylor-Gortler vortices may develop on the con
cave portion on the pressure surface within the boundary layer 
(either naturally, see Appendix A, or downstream of a sepa
ration bubble), the strong favorable pressure gradient will 
quickly lead to their dissipation. On the suction surface, the 
adverse pressure gradient following the minimum pressure lo
cation is mild and, because K > Kcrii, transition will occur 
before separation (at engine turbulence levels) unless the chord 
Reynolds number is roughly three times smaller. The length 
of transition, of course, depends on where it begins, i.e., where 
Ree(x) = Ree, « 150 (Tu = 5). If the onset of transition is 
before the minimum pressure location, transition will be more 
extended than if its onset is aft of this location. Until recently, 
its extent was considered to depend mainly on Re9„ which is 
wrong (see Fig. 15). It depends on the turbulence and accel
eration parameter at the beginning of transition. One of the 
major complaints regarding past transition models is that they 
predicted a transition length that was too short. If transition 
begins within a region having a favorable pressure gradient, 
the length can be quite long as shown above for the exit duct 
of a combustor. 

Two typical situations for boundary layer development on 
high-pressure turbine airfoils at design conditions are presented 
in Fig. 41. One is for a leading edge separation/turbulent-
reattachment bubble on the suction side, while the other is for 
a bubble on the pressure side. Although a first-stage stator is 
shown as one of the airfoils, the flow described for it can occur 
on an airfoil in any other row. For a film-cooled airfoil, the 
boundary layer transitions immediately at injection (see Ap
pendix A). Downstream, however, in the extremely favorable 
pressure gradients, the flow could become laminar-like as shown 
by Warren and Metzger (1972). The author remembers well 
the markings on the forward portion of a film-cooled suction 
surface, which indicated little mixing of the coolant until the 
gage point, at which location everything became uniform across 
the span. If this is any indication of laminar and turbulent/ 
relaminarizing flows co-existing beside one another in the span-
wise direction followed by transition to a completely turbulent 
flow, the whole idea of transition on film-cooled surfaces should 
be reviewed. 

For an airfoil without film cooling, the flow on the suction 
surface with a leading edge bubble first transitions in the reverse 
direction and remains laminar to a position where K falls below 
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3(10)~6. If the momentum thickness Reynolds number at this 
location is greater than that given by Eq. (9), the flow begins 
transition immediately; otherwise transition is delayed to the 
position where Re# equals the value given by Eq. (9). Without 
a leading edge bubble, the flow remains laminar until Ree = 
Rew. In these cases, transition can be extended over a signif
icant portion of the surface if it begins before the position of 
minimum pressure. 

On the pressure surface without a leading edge bubble, the 
flow first transitions in the forward direction and then once 
K rises above 3(10)~6 begins to transition in the reverse direc
tion. With a leading edge separation/turbulent-reattachment 
bubble, however, the flow remains turbulent until Arises above 
3(10) 6 and then begins a reverse transition process. Appar
ently, as shown in Fig. 42 where the predicted and measured 
Stanton numbers on a first stage rotor are compared, this flow 
is not yet straightforward to calculate. Although the compar
ison is shown for a rotor blade, the discrepancy on the pressure 
side is typical. The problem appears to be associated with the 
balance between the production of turbulent spots and the 
dissipation of turbulence in strong favorable pressure gra
dients. 

For airfoils with a significant laminar portion, the effect of 
the wake is important in both predicting loss and the heat load 
distribution. The combined effect of bypass transition and 
periodic-unsteady wake-induced transition was experimentally 
shown by Wittig et al. (1988) and theoretically described first 
by Mayle and Dullenkopf (1989). Details of the phenomenon 
have already been presented in Part II. Here, however, it might 
be worthwhile to note that if transition by any normal mode 
begins downstream of a wake-induced transition, it will even-
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tually overwhelm the latter. This is simply a consequence of 
the fact that the streamwise development of transition via any 
normal mode depends on the square of the distance from onset, 
while that for wake-induced transition depends linearly on the 
distance. The effect of wakes on the reverse transition process 
is completely unknown, but Dullenkopf et al. (1991) have 
found that the wakes affect the whole pressure surface more 
or less uniformly in proportion to the residence time of the 
wakes. 

General Flow Considerations—Low Pressure Turbines. 
Distributions of the acceleration parameter for the suction and 
pressure surfaces of a typical low-pressure turbine airfoil are 
shown in Fig. 43. These distributions are shown for two dif
ferent operating Reynolds numbers, Rec = 105 and 4(10)5. 
Since K <x 1/Rec, one curve is easily obtainable from the other. 
Similar distributions and values will be found for turbines in 
a small engine. Note the difference between the magnitudes in 
this figure and those in Fig. 40. Also compare them with the 
distributions shown in Fig. 28 for the compressor. 

Since it is possible to draw curves of constant Rec in this 
figure, the position where K = Kait for different operating 
Reynolds numbers, i.e., the location where separation may 
occur before transition, can be ascertained. If K < Kcrlt and 
Ae = ReJK = -0.082 before this location, separation will 
precede transition. As the chord Reynolds number is reduced, 
it is obvious from Fig. 43 that the position where K = Kclil 

moves upstream. 
The flow on a low-pressure turbine airfoil within a typical 

operating range of Reynolds numbers is shown8 in Fig. 44. At 

8An excellent review on low-pressure turbine technology and design meth
odology has been presented by Hourmouziadis (1989), which is recommended 
reading for all designers of gas turbine airfoils. Much of the following description 
is unashamedly borrowed from this work but modified according to the new 
ideas presented herein. 

Journal of Turbomachinery OCTOBER 1991, Vol. 113 / 529 
Downloaded 01 Jun 2010 to 171.66.16.65. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



high Reynolds numbers, transition occurs far enough upstream 
that the flow is turbulent over most of the airfoil. Near the 
trailing edge, depending on design, turbulent separation is 
possible. With decreasing Reynolds number, any turbulent 
separation disappears and transition (via the bypass mode) 
moves downstream. This is the situation pictured to the right 
in the figure, i.e., fully attached flow with transition. The loss 
corresponding to this flow is lowest. With a further decrease 
in Reynolds number, however, the location where K = Kcrit 

moves forward and laminar separtion ahead of transition be
comes possible. If separation does occur, the bubble is short 
and the flow reattaches as turbulent. In this case (shown in 
the center of the figure), the loss is only slightly higher than 
the previous case. For lower Reynolds numbers, the laminar 
shear layer and transition lengths increase until, as discussed 
in the section on compressors, reattachment before the trailing 
edge is no longer possible and the airfoil completely separates. 
This flow with its associated large loss is pictured to the left 
in the figure. 

The objective of the designer, of course, is to design an 
airfoil that provides the lowest loss through its operating range. 
This requires one to predict the Reynolds number at which the 
separation bubble "bursts" and the losses change dramatically. 
That is, one must be able to predict separated-flow transition. 
Presently, as pointed out in Part II, this is the mode of tran
sition of which the least is known. 

Since the flow is laminar over a substantial portion of a low-
pressure turbine airfoil, wake-induced transition plays an im
portant role in the turbine's performance. Recently, Schroder 
(1990) has detected strong interactions between wakes and 
separation bubbles much like that found by Dong and Cumpsty 
(1990b) in a large-scale compressor facility and as shown in 
Fig. 33. Using hot-film surface gages, Schroder deduced that 
a wake-induced transition periodically eliminated a short sep
arated-flow transition bubble, which normally occured slightly 
downstream of the minimum pressure location. With wake-
induced transition occurring earlier than normal transition, via 
either the bypass or separated-flow mode, the time-averaged 
losses will increase. For typical turbine airfoils, these losses 
may be about 25-100 percent of their "steady" flow com
ponent (Sharma et ah, 1988). For low Reynolds number sit
uations where airfoils have an extended region of separated 
flow, however, Binder et al. (1989) have found that wake-
induced transition actually reduced the loss. Apparently, this 
is a result of the periodic reduction in a massive separation 
bubble. 

Some Specific Design Considerations 

(a) To model transition and separation correctly, all tests 
for turbine design purposes must be operated at high inlet 
turbulence levels and appropriate turbulent length scales. This 
is particularly true for low-pressure turbine tests. 

(b) To calculate transitional flows on turbine airfoils cor
rectly, one must allow for transition in both the forward and 
reverse direction with periodic wake-induced transition. 

(c) To calculate separated-flow transition and the massive 
separation at low Reynolds numbers in low-pressure turbines 
correctly, one must consider modeling the laminar, transi
tional, and turbulent shear layer flows, which may or may not 
be near the airfoil's surface. 

(d) Designers should consider the change of K relative to 
Kalt for variations of Reynolds number in low-pressure tur
bines. 

(e) Designers should consider forcing a short, separated-
flow transition by a local change in surface curvature (and 
therefore a local change in K) as a method of controlling 
transition in low-pressure turbines. 

Suggested Transition Research for Turbines 

(a) Experiments should be conducted to investigate for

ward transition at high free-stream turbulence levels with ap
propriate turbulent length scales and large accelerations. 

(b) Experiments should be conducted to determine a de
sign criterion for the onset of wake-induced transition. 

(c) Experiments should be conducted to investigate low-
Reynolds-number separated-flow transition at high turbulence 
levels. 

(d) Experiments should be conducted to investigate the 
effect of large acceleration for a film-cooled surface. 

Conclusions 

Some New Concepts. The following concepts concern both 
transition in general and transition in gas turbines. They are 
mostly new and a result of the present work. 

(a) Transition information obtained at low free-stream 
turbulence levels is virtually useless for the gas turbine designer. 

(b) Transition in gas turbines is controlled mainly by the 
free-stream turbulence, pressure gradient, and the periodic, 
unsteady passing of wakes. 

(c) The onset of transition in gas turbines depends only 
on the free-stream turbulence (level and scale), the periodic 
unsteady effect of wakes and shock waves, and whether the 
acceleration is greater or less than that for reverse transition. 

(d) The length of transition in gas turbines depends only 
on the free-stream turbulence and pressure gradient. 

(e) The effects of surface roughness, surface curvature, 
compressibility, and heat transfer on transition in gas turbines 
are secondary to those of free-stream turbulence. 

(/) Transition in gas turbines in an accelerating flow region 
is always of the bypass type. This can certainly be said for 
transition in most gas turbine flows except that near separation. 

(g) Transition on gas turbine airfoils can be a multimoded 
type, which implies that transition can occur at two different 
locations on the same surface at the same time. 

(h) Transition and separation can occur within the same 
general region on a surface as a mosaic of alternating and 
fluctuating turbulent spots and laminar separation bubbles, 
and the whole process can be completely interrupted by the 
periodic passing of a wake-induced transition. 

Although the concept of improving aerodynamic perform
ance by forcing transition through short separation bubbles is 
not new, the author has not seen an airfoil design with an 
abrupt midchord change in curvature (and hence pressure) in 
order to force a controlled separated-flow transition. Whether 
this would increase off-design performance without an increase 
in on-design loss is not known. The problem is, of course, to 
design the airfoil such that the forced separation bubble is 
always short. 

Suggestions for Future Work. While many suggestions were 
already given, those provided in this section are more general 
in nature and include suggestions for both fundamental and 
developmental work. The list, given in my order of priority, 
is not meant to be exhaustive and it is expected that the reader 
may be able to supply many suggestions of her or his own. 

(a) Measurements of turbulence intensity and spectral 
characteristics in an engine cannot be overemphasized. 

(b) Experiments should be conducted to investigate sep
arated-flow transition at high turbulence levels and appropriate 
length scales. 

(c) Experiments should be conducted to investigate for
ward transition at high free-stream turbulence levels with ap
propriate turbulent length scales and large accelerations. 

(d) Experiments should be conducted to determine a de
sign criterion for the onset of wake-induced transition 

(e) Attempts should be made to relate the onset of tran
sition to local conditions within a laminar boundary layer or 
free-shear layer, such as maximum turbulence intensity, so that 
models such as those proposed herein can be included in com
putational fluid dynamic codes. 
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(J) Investigators of transition should report values of n 
and Ree/ from which all other information on the near-wall 
intermittency can be obtained. 

(g) Investigators of transition should report the free-stream 
turbulence level, turbulent length scale, and the acceleration 
parameter at the onset of transition. 
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Secondary Effects 

Effect of Surface Roughness. Although much work has 
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Fig. A1 The momentum thickness Reynolds number at the onset of 
transition as a function of the roughness parameter 

been done on the effects of roughness on laminar and turbulent 
flows, little has been done on its effect on boundary layer 
transition except for single roughness elements. The only rel
evant works concerning the effect of distributed roughness on 
transition were done by Feindt (1956) and, more recently, by 
Mick (1987). Both Feindt and Mick obtained information on 
the onset of transition while Mick, who deduced his results 
from heat transfer measurements, also obtained information 
on the end of transition. 

A graph of Feindt's results is given in Fig. Al where the 
transition Reynolds number is plotted against the ratio of mo
mentum thickness to sand grain roughness height. In this for
mat, transition occurs when the Reynolds number lies above 
the data. An approximate conversion between the equivalent 
sand grain roughness and a centerline average roughness is to 
multiply the latter by 6. Feindt obtained his data for pressure 
gradients varying from strongly adverse to moderately favor
able. These data are indicated by the shaded pattern in the 
figure. Several points for dp/dx = 0 have been shown together 
with their corresponding values of roughness Reynolds num
bers. Note that these values of Reks are 3 to 6 times greater 
than the minimum value of 70 required for fully rough tur
bulent flow. Mick's data are also shown and although most 
were obtained for an acceleration above the value for reverse 
transition, two correspond to flow with zero pressure gradient. 
A slightly modified form of an equation Mick found that 
correlated both his and Feindt's zero pressure gradient data is 
also shown in the figure. 

The main features of this figure are replotted in Fig. A2. 
For gas turbines, the expected range of transition Reynolds 
numbers is roughly that shown by the incline-lined pattern. 
This corresponds to turbulence levels between 5 and 10 percent. 
In addition, The minimum values of 9t/ks for the different 
groups of engines listed in Table 1 are shown. The values of 
ks used to calculate these minimums were obtained from the 
recent work by Taylor (1990) who measured roughness on 
several in-service first-stage turbine rotor blades from medium-
sized engines. He found roughness size varied over the surface 
from about 2-10 /x.m with the roughest just aft of the leading 
edge on the suction side and about midchord on the pressure 
side. These, by the way, correspond to the positions where 
slower moving particles in the combustion gases impinge on 
the first stage rotor blades. Mick's tests were actually carried 
out to obtain information on roughness effects under the most 
adverse conditions. For compressors, the minimum values of 
B,/k„ are expected to be greater. In any case, the result from 
this figure is interesting. Since turbulence causes an earlier 
onset of transition than roughness for all engines, except per
haps the small engines and the low-pressure turbine under the 
worse conditions, the effect of roughness on the onset can 
generally be neglected. 
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Fig. A2 A comparison between the effects of roughness and free-stream 
turbulence for various sized engines 

There are virtually no data except Mick's from which one 
can obtain information regarding spot production rates. Since 
his results are mainly for flows with strong pressure gradients 
and are inferred from heat transfer measurements, interpre
tation is questionable (see discussion in text relative to pressure 
gradient effects). Nevertheless, if these questions are pres
ently set aside and an approximate correction using Sharma's 
correlation for pressure gradient effects (see text) is made, 
Mick's data indicate that the ratio of spot production rate on 
a rough surface to that on a smooth surface is roughly 30 for 
Tu = 0.9 and 10 for Tu = 2.5 {6,/ks « 0.16). A crude ex
trapolation for higher turbulence levels provides a factor some
where between one and six, which translates to a reduction in 
the transition length of about 60 percent. For a smaller rough
ness, a smaller effect will be found. 

Effect of Curvature Curvature effects on transition were 
examined rather early by Gortler (1940), who considered the 
theoretical aspects of stability, and Liepmann (1943), who 
conducted experiments. Gortler determined that a laminar 
boundary layer on a concave surface becomes unstable as a 
result of centrifugal forces to three-dimensional disturbances 
and formed stream wise vortices within the layer. Liepmann 
showed that transition on a convex surface is only slightly 
delayed, as did the recent measurements of Wang and Simon 
(1985), but that it may occur substantially earlier on a concave 
surface. Although all of this work was done at relatively low 
turbulence levels, it follows that the onset of transition on a 
convex surface at higher free-stream turbulence levels will be 
virtually identical to that for a flat surface. 

For Tu = 0.03, Liepmann found that transition occurred 
on a concave surface when Go = Re#, \fo7r > 7 where Go is 
the Gortler number and r is the radius of curvature. Recently, 
experiments on concave surfaces at higher turbulence levels 
were reported by Riley et al. (1989). Their results together with 
Liepmann's are shown in Fig. A3 where the transition Reynolds 
number is plotted against the square root the surface radius 
to momentum thickness ratio at transition. In this format, all 
straight lines passing through the origin correspond to a con
stant Gortler number and transition for any turbulence level 
occurs when the Reynolds number lies above that data for that 

. turbulence level. Liepmann's data lie close to the Go = 7 line. 
The rise in transition Reynolds number above this line found 
by Riley et al. is caused by the Gortler vortices increasing the 
velocity gradients near the wall thereby delaying transition. 
For highly curved surfaces, this effect dominates that of tur
bulence. Since curvature effects diminish toward the right in 
this figure, horizontal lines correponding to the flat plate tran
sition results, Eq. (9) in text, have been drawn there. Lines 
suggested by the data (admittedly debatable) have also been 
drawn through the results of Riley et al. to blend with these. 
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Fig. A4 A comparison between the effects of curvature and free-stream 
turbulence for various sized engines 

From this, it is seen that concave curvature can either decrease, 
as found by Liepmann, or increase the transition Reynolds 
number depending on the strength of curvature and turbulence 
level. 

The main features of Fig. A3 are reproduced in Fig. A4 
together with the expected range of transition Reynolds num
bers for gas turbines. For the most part, the curve of Tu = 
7.2 falls within this band except for yfr/d < 30 where the 
vortices delay transition. Typical minimum values of radius-
to-momentum thickness ratios for the various sized engines 
are also shown. From this it may be concluded that curvature 
has a negligible effect on the onset of transition in all cases 
except perhaps in small engines and low turbines of medium-
sized engines where it could cause a slight delay. Since the 
minimum values of \fr7d were based on turbine blade cur
vatures and flow conditions, and since these values are sub
stantially greater for compressors, the effect of surface 
curvature in compressors may be neglected. 

There are virtually no reliable data from which one may 
determine the spot production rate no for transition on a con
cave surface. For flow on a convex surface, the heat transfer 
data Wang and Simon (1985) were examined. Here, it was 
found that no is relatively unaffected up to a Gortler number 
of four and then decreases to about 80 percent of its flat plate 
value at Go = 7. The latter situation corresponds to an increase 
of roughly ten percent in the transition length. Since this is 
based on only three data points, its validity remains to be 
confirmed. 

Effect of Compressibility. Nearly all measurements in 
compressible transitional flows are thirty years old and, al
though not mentioned, most data were obtained at low tur
bulence levels. In general, efforts concentrated on obtaining 
an onset Reynolds number and transition length by measuring 
either the distribution of surface shear stess or heat transfer, 
but more recently through surface intermittency detection 
methods. In 1985, Narasimha analyzed all previous data and 
concluded that much work is still required before the effects 
of compressibility on transition are understood. For the most 
part, this conclusion still stands. In gas turbine flows, however, 
two distinct effects must be recognized. The first is simply the 
effect of Mach number on the onset and production rate, while 
the second is the effect of a shock wave in forcing transition 
through laminar boundary layer separation. The latter was 
considered in the text under the section titled Periodic-Un
steady Transition. 

The first effect was considered by Chen and Thyson, who 
correlated the spot production rate as a function of the Mach 
number using the data of others for low free-stream turbulence 
flows. Their analysis indicates that na cc (i + 0.078ML92)~2 
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(2.5 < M < 5). Narasimha (1985, pp. 66-67), after analyzing 
more recent data, concluded that the effect of Mach number 

on the onset is roughly given by Re$l <x yjl+ 0.38M06 (0.2 < 
M < 2.4 and 0.1 < Tu < 3). Although this suggests that no 
cc (l + 0.38M0 '6)'2, Narasimha concluded the exponent should 
be - 1 . 5 . In any case, it appears that the onset of transition 
is delayed and the spot production rate is decreased as the 
Mach number increases. Without any further information, 
however, the magnitude of the effect is questionable. At M = 
1, Chen and Thyson's factor on no is 1.17 while Narasimha's 
is 1.6-2.2. This represents a possible 8-30 percent increase in 
the length of transition. Presently, most transitional boundary 
layer codes use Chen and Thyson's correlation, but it should 
be noted that this does not account for the effect of Mach 
number on the onset of transition. Perhaps Narasimha's result, 
which indicates a 17 percent increase in Ree, at M = 1, should 
be used, but only with caution. 

Effect of Heat Transfer. It is well known that heating or 
cooling the flow affects transition at low levels of free-stream 
turbulence. For air flowing along a heated wall, Liepmann 
and Fila (1947) found that Res,/(Rew)isot)lermai varies roughly as 
l-2A7V7o, where ATis the wall-to-freestream temperature dif
ference and TQ is the wall temperature. Since transition oc
curred via the natural transition mode, this result is of little 
use for gas turbine design purposes. The only published results 
for transition on a cooled surface appropriate to the gas turbine 
situation are those presented by Riid and Wittig (1986) who 
show for Tu > 2 that the effect of Tw/Tm on either the onset 
or length of transition is negligible. This effect on Ree, is not 
difficult to understand considering the negligible effect at high 
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turbulence levels for flows with pressure gradients. The neg
ligible effect on the length of transition implies that the spot 
production rate is unaffected by heat transfer at high free-
stream turbulence levels. 

Effect of Film Cooling. A great concern for a designer of 
a cooled turbine airfoil is the effect of film cooling on the state 
of the boundary layer. Since film holes are typically much 
larger than the boundary layer thickness at injection, in gen
eral, it may be said that injection of coolant into the flow 
through a series of holes completely disrupts the flow near the 
surface and provides a source of high turbulence within the 
downstream developing boundary layer. This seems to be true 
even if care is taken to inject the coolant at shallow angles to 
the surface in the mainstream flow direction. Hence, one should 
expect film cooling to " t r ip" a laminar boundary layer tur
bulent. 

This is shown in Fig. A5 where heat transfer results both 
with and without film cooling have been plotted for film cool
ing on the leading edge of an airfoil. In this figure, the Frossling 
number, Nu/\/Re^, where Nu is the Nusselt number and Re^ 
is the Reynolds number based on the leading edge diameter, 
D, and upstream velocity, is plotted against the distance meas
ured from stagnation. For no injection, holes covered, a sep-
arated-flow transition occurs near x/D ~ 7r/4. With blowing, 
however, and in spite of the high acceleration, it appears that 
neither a laminar boundary layer exists nor a forced transition 
occurs except that caused by the injection itself. Recent meas
urements by Mehendale et al. (1990) at engine levels of tur
bulence substantiate these findings. 

For situations where the acceleration downstream of injec
tion is sufficient to cause reverse transition, i.e., K > 3(10)™6, 
Warren and Metzger (1972) have shown that the heat transfer 
approaches that for laminar flow. This implies that even though 
injection can cause transition, a subsequent strong acceleration 
can cause the flow to become laminar again. Such a situation 
is common for film-cooled airfoils in the first stages of the 
turbine. 

A P P E N D I X B 

Data Reduction 

When measurements of y(x) were available, the function 
V-ln(l-x) was plotted against x according to Narasimha 
(1957), and a straight line fitted to the data in the range where 
0.25 < 7 < 0.75. From Eq. (5) in the text, it is easy to see 
that the slope of the line is equal to -JnoTu (= V^ff U/v) and 
the x intercept is x,. This is shown in Fig. Bl. The measured 
value of Re„ at x, was then taken to be Re,,,. Even though this 
process was described back in the 1950s, surprisingly few in
termittency data are available. The pioneering example is that 
of Schubauer and Kiebanoff (1955). 

For flows with dp/dx = 0, the spot production rate could 
be determined using various transition length measurements 
and Dhawan and Narasimha's (1958) correlation for 7, i.e., 

-0.412- {X~X')2 7 = 1 - exp 
(X75-.V25) 

(Bl) 

where x2$ and x75 correspond to the distances where 7 = 0.25 
and 0.75. This expression has been found to correlate near-
wall intermittency measurements even in flows with pressure 
gradients. From this and Eq. (6) in the text, one obtains no 
= 4.61/ReiT- where Re L r is the transition length Reynolds 
number measured from onset to where 7 = 0.99. It should be 
noted that this latter expression is valid only for flows with 
zero pressure gradient. If the measurements of transition were 
obtained using Preston tubes, then a correction according to 
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Narasimha (1985) was applied to the data to obtain Rei7-. For 
the present definition of xLT, this becomes Rei7- = 1.27(£// 
(̂•Xmax _ *min) where xmm and xm[n are the locations of the 

maximum and minimum Preston tube readings. 
Data for dp/dx ?± 0 were reduced as explained above_ except 

, that V - l n ( l - 7 ) was plotted against x/\J~U where U is the 
average velocity through transition. In this case, the slope of 
the best straight line fit through the data becomes \fh~^. This 
is particularly important for flows with a favorable pressure 
gradient where Ucan change significantly through the extended 
transition. For adverse pressure gradients, transition is short 
and the difference between U and U is small. 

Some data, notably those obtained in favorable pressure 
gradients (Narasimha et al., 1984; Blair, 1990), can be fit by 
two straight lines when plotted in the format of Fig. Bl . The 
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STREAMWISE DISTANCE, x/x LT 

Fig. B4 Plot of V - ln(1 - y) for the Gaussian spot production function 
shown in Fig. B4 

line that fits the data in the early stage of transition always 
has a smaller slope than the one that fits the data in the latter 
stage and indicates that the spot production rate is smaller in 
the earlier stage than in the latter. In addition, the intercept 
x, determined by the line in the latter stage is always about 
midway through the first stage and indicates that the produc
tion of turbulent spots as determined from the data in the latter 
stage is a result of something happening midway through the 
first. Narasimha et al. refer to this early stage of transition as 
"sub-transition." Here, however, it is proposed that the "first 
stage" of transition in favorable pressure gradients is simply 
an extended region over which turbulent spots are produced. 
That is, for favorable pressure gradients, Eq. (4) in the text is 
not a good approximation for the spot production function 
g(Po) and should be replaced by a function that reflects a 
production of spots over an extended region. lfg(P0) is replaced 
by a Gaussian distribution, which has a standard deviation 
equal to two percent of the transition length, the curves shown 
in Figs. B3 and B4 result. In Fig. B3 the normalized Gaussian 
production function and resulting intermittency distribution 
are shown. In Fig. B4, a curve that can be approximated by 
two straight lines is quite evident. Therefore, it is suggested 
that turbulent spots are really produced over an extended re
gion in the flow, unlike Dhawan and Narasimha's (1958) con
clusion, and that this region is significant for transition in 
flows with a favorable pressure gradient. For transition in flows 
with an adverse pressure gradient, turbulent spots appear to 
be produced within a region that is narrow compared to the 
length of transition. All the results shown in the text for fa
vorable pressure gradients were reduced using the data in the 
latter stage of transition. 

D I S C U S S I O N 

W. B. Roberts" 

I would like to comment on Professor Mayle's discussion 
of Separated-Flow Transition. Professor Mayle states that "If 
the flow separates, transition is primarily controlled by the 
momentum thickness Reynolds number at separation and the 
parameters (my italics) that affect the length of the laminar 
shear layer in the bubble. At present these parameters are not 
known, but there is some evidence that free-stream turbulence 
is one of them." 

I partially agree with the first part of this statement—before 
laminar separation the development of the boundary layer, as 
characterized by the momentum thickness, determines how 
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Flow Application Research, 1543 Vernal Ave., Fremont, CA 94539. 

Fig. A Variation of Reynolds number based on transition length, (Rex), 
with turbulence factor, TF 

near the separated shear layer is to transition. However, after 
separation the only factor that has a first-order effect on the 
transition process is the free-stream turbulence. If the flow is 
separated, roughness or curvature cannot affect the free shear 
layer and heat transfer effects are, at the most, of second order. 
The only mechanism remaining to enhance the growth of tur
bulent spots in a free shear layer is free stream turbulence. 
This is shown by Fig. A, which is taken from Roberts (1973, 
1980). Note that Fig. A shows that after separation, laminar 
free shear layer length is independent of Reynolds number (see 
Evans, 1971) and depends only on free-stream turbulence level. 
Further strong evidence of this effect is shown in Fig. B, which 
is taken from Roberts' Doctoral Dissertation (1973). Note the 
strong negative effect of increasing turbulence level on the 
laminar free shear layer length Reynolds number between 0 
and 2 percent. Above 2 percent, the length Reynolds number 
continues to decrease at a lower rate. Figure B can be supple
mented with this author's observations during industrial cas
cade testing at low blade chord Reynolds number and very 
high turbulence levels (Roberts, 1980): At Re < 105 laminar 
separation bubbles were observed for turbulence intensities of 
as high as 10 percent, and for the same low Reynolds numbers 
the bubble lengths were shorter for the higher turbulence levels, 
i.e., the trend shown in Fig. B continues for turbulence inten
sities as high as 10 percent. These data relate well to gas turbine 
engines since turbulence intensities in multistage turboma-
chines range from atmospheric turbulence levels at the inlet 
(i.e., very low) to as high as 10 percent + in blade wakes. 

The facts quoted above lead this author to the conclusion 
that Professor Mayle's correlations for bubble transition length, 
Eqs. (11) and (12), are incomplete in that no provision is made 
for the effect of turbulence. The correlation given by Roberts 
(1973, 1980): 

(ReA< = 2.5 x 104 log,o(coth[rFx 10]) (1) 

where TF = Tu(c/L)1/S, is reasonably good for approximate 
engineering estimates in that it takes into account turbulence 
level for short and long bubbles. Note that the above relation 

536 / Vol. 113, OCTOBER 1991 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.65. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



STREAMWISE DISTANCE, x/x LT 

Fig. B4 Plot of V - ln(1 - y) for the Gaussian spot production function 
shown in Fig. B4 
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has a smaller slope than the one that fits the data in the latter 
stage and indicates that the spot production rate is smaller in 
the earlier stage than in the latter. In addition, the intercept 
x, determined by the line in the latter stage is always about 
midway through the first stage and indicates that the produc
tion of turbulent spots as determined from the data in the latter 
stage is a result of something happening midway through the 
first. Narasimha et al. refer to this early stage of transition as 
"sub-transition." Here, however, it is proposed that the "first 
stage" of transition in favorable pressure gradients is simply 
an extended region over which turbulent spots are produced. 
That is, for favorable pressure gradients, Eq. (4) in the text is 
not a good approximation for the spot production function 
g(Po) and should be replaced by a function that reflects a 
production of spots over an extended region. lfg(P0) is replaced 
by a Gaussian distribution, which has a standard deviation 
equal to two percent of the transition length, the curves shown 
in Figs. B3 and B4 result. In Fig. B3 the normalized Gaussian 
production function and resulting intermittency distribution 
are shown. In Fig. B4, a curve that can be approximated by 
two straight lines is quite evident. Therefore, it is suggested 
that turbulent spots are really produced over an extended re
gion in the flow, unlike Dhawan and Narasimha's (1958) con
clusion, and that this region is significant for transition in 
flows with a favorable pressure gradient. For transition in flows 
with an adverse pressure gradient, turbulent spots appear to 
be produced within a region that is narrow compared to the 
length of transition. All the results shown in the text for fa
vorable pressure gradients were reduced using the data in the 
latter stage of transition. 
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W. B. Roberts" 

I would like to comment on Professor Mayle's discussion 
of Separated-Flow Transition. Professor Mayle states that "If 
the flow separates, transition is primarily controlled by the 
momentum thickness Reynolds number at separation and the 
parameters (my italics) that affect the length of the laminar 
shear layer in the bubble. At present these parameters are not 
known, but there is some evidence that free-stream turbulence 
is one of them." 

I partially agree with the first part of this statement—before 
laminar separation the development of the boundary layer, as 
characterized by the momentum thickness, determines how 
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near the separated shear layer is to transition. However, after 
separation the only factor that has a first-order effect on the 
transition process is the free-stream turbulence. If the flow is 
separated, roughness or curvature cannot affect the free shear 
layer and heat transfer effects are, at the most, of second order. 
The only mechanism remaining to enhance the growth of tur
bulent spots in a free shear layer is free stream turbulence. 
This is shown by Fig. A, which is taken from Roberts (1973, 
1980). Note that Fig. A shows that after separation, laminar 
free shear layer length is independent of Reynolds number (see 
Evans, 1971) and depends only on free-stream turbulence level. 
Further strong evidence of this effect is shown in Fig. B, which 
is taken from Roberts' Doctoral Dissertation (1973). Note the 
strong negative effect of increasing turbulence level on the 
laminar free shear layer length Reynolds number between 0 
and 2 percent. Above 2 percent, the length Reynolds number 
continues to decrease at a lower rate. Figure B can be supple
mented with this author's observations during industrial cas
cade testing at low blade chord Reynolds number and very 
high turbulence levels (Roberts, 1980): At Re < 105 laminar 
separation bubbles were observed for turbulence intensities of 
as high as 10 percent, and for the same low Reynolds numbers 
the bubble lengths were shorter for the higher turbulence levels, 
i.e., the trend shown in Fig. B continues for turbulence inten
sities as high as 10 percent. These data relate well to gas turbine 
engines since turbulence intensities in multistage turboma-
chines range from atmospheric turbulence levels at the inlet 
(i.e., very low) to as high as 10 percent + in blade wakes. 

The facts quoted above lead this author to the conclusion 
that Professor Mayle's correlations for bubble transition length, 
Eqs. (11) and (12), are incomplete in that no provision is made 
for the effect of turbulence. The correlation given by Roberts 
(1973, 1980): 

(ReA< = 2.5 x 104 log,o(coth[rFx 10]) (1) 

where TF = Tu(c/L)1/S, is reasonably good for approximate 
engineering estimates in that it takes into account turbulence 
level for short and long bubbles. Note that the above relation 
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is in the nomenclature of the present paper and takes into 
account the integral length scale of the turbulence as well as 
the turbulence intensity. 

Although Eq. (1) above is better than nothing, what is needed 
to predict transition length properly in laminar separation bub
bles is a series of systematic tests for which bubble separation 
Reynolds number and turbulence level are varied over the entire 
pertinent spectrum that exists for internal and external flows. 
Indeed, it is surprising that such a fundamental fluid dynamic 
study has not already been done. 
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Author's Closure 

Yes, free-stream turbulence is important in the separated-
flow transition process and although stated so in the paper, I 
must confess, it is very weakly said. However, I do have dif
ficulty saying at this time that it is "the only factor." There 
just aren't enough data. 

First, let me explain that the data in Dr. Roberts' figures 
(see his 1973 reference) correspond to Reynolds numbers based 
on the length of the flat region in the free-stream velocity 
distribution as shown in Fig. 17 of the present paper. Second, 
let me emphasize that Gaster's results show that the constant 
pressure shear layer is both laminar and transitional. In the 
present notation then, Dr. Roberts' ordinates are Rej7-and not 
Res, as stated. Recognizing this, the data in Fig. 18 of the 
present paper and Dr. Roberts' Figs. A and B are comparable 
and seem to say that both Rew and Tu are important. Although 
not presented in the original paper, I found that both effects 
could be accounted for by the correlation ResT = 700 exp 
(-0.37Y/) Refc7, which is the expression given in Eq. (10) of 
the paper multiplied by a turbulence factor e~03Tu. I was suf
ficiently uncertain at that time, and remain so even now, to 
recommend this correlation unconditionally. There just aren't 
enough data. In addition, whether or not this factor may be 
applied separately to each of the laminar and transitional por
tions of the shear layer is completely uncertain and remains 
to be investigated. 

In closing, I wish to thank Dr. Roberts for again emphasizing 
the need in this area for more work of a fundamental nature. 
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the need in this area for more work of a fundamental nature. 
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Inviscid-Viscous Interaction 
Analysis of Compressor Cascade 
Performance 
An inviscid-viscous interaction technique for the analysis of quasi-three-dimensional 
turbomachinery cascades has been developed. The inviscid flow is calculated using 
a time-marching, multiple-grid Euler analysis. An inverse, finite-difference viscous-
layer analysis, which includes the wake, is employed so that boundary layer sepa
ration can be modeled. This analysis has been used to predict the performance of 
a transonic compressor cascade over the entire incidence range. The results of the 
numerical investigation in the form of cascade total pressure loss, exit gas angle, 
and blade pressure distributions are compared with existing experimental data and 
Navier-Stokes solutions for this cascade, and show that this inviscid-viscous inter
action procedure is able to predict cascade loss and airfoil pressure distributions 
accurately. Several other aspects of the present interaction analysis are examined, 
including transition and wake modeling, through comparisons with data. 

Introduction 
A viscous analysis for compressor and turbine cascades, 

which is capable of properly representing strong inviscid-vis
cous interaction effects such as boundary-layer separation and 
shock/boundary-layer interaction, is needed to predict off-
design aerodynamic performance. Near the design point, where 
inviscid-viscous interactions are usually weak, an inviscid po
tential-flow analysis coupled to simple direct boundary-layer 
and wake-mixing analyses generally provides good predictions 
of cascade performance. However, such an analysis is usually 
inaccurate away from the design point where strong-interaction 
effects become important, and alternate approaches, capable 
of modeling these effects, are necessary. 

Two approaches that are capable of analyzing strong invis
cid-viscous interactions in internal flows have become increas
ingly popular over the last decade or so. An overview of the 
two techniques and some typical results of each are provided 
by Stow (1985). One approach relies on solution of the Navier-
Stokes equations, and the other relies on use of the Inviscid-
Viscous Interaction (IVI) approach. Examples of recently de
veloped two-dimensional and quasi-three-dimensional Navier-
Stokes techniques include those of Norton et al. (1984), Sham-
roth et al. (1984), Dawes (1986), Schafer et al. (1986), Chima 
(1987), and Davis et al. (1987). Navier-Stokes analyses provide 
useful prediction techniques for off-design behavior but, be
cause of their relatively high computational costs, their use 
within blade design systems is currently limited. A number of 
inviscid-viscous interaction techniques for internal flows have 
been developed, among them the analyses of Hansen et al. 
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sels, Belgium, June 11-14, 1990. Manuscript received by the International Gas 
Turbine Institute January 5, 1990. Paper No. 90-GT-15. 

(1979), Janssens and Hirsch (1983), Calvert and Ginder (1985), 
Oiling and Dulikravich (1987), and Barnett and Verdon (1989). 
Some of these analyses (Hansen et al., 1979; Janssens and 
Hirsch, 1983) use only the "direct" mode (i.e., boundary-layer 
edge velocity or pressure specified) for the attached boundary-
layer and use approximate modeling for the separated-flow 
regions while the other analyses use the "inverse" mode (i.e., 
displacement thickness or skin friction specified) to allow de
tailed calculations of the separated boundary layer. Not all of 
the inviscid-viscous interaction analyses mentioned above in
corporate the viscous wake, which can be an important effect 
in some cases. 

The principal use of any cascade aerodynamic design analysis 
is to provide accurate predictions of the performance of cas
cades. The usual parameters that characterize cascade per
formance are the flow turning and the entropy rise (or total 
pressure loss) through the cascade passages. The ultimate goal 
of the designer is to achieve an optimal cascade design, which 
requires predictions of the performance over the entire oper
ating range of the cascade. Thus far, a limited amount of 
effort has been devoted to predicting the performance of cas
cades using either the Navier-Stokes or the inviscid-viscous 
interaction approaches. Although efforts have been made to 
apply Navier-Stokes analyses to predict performance, the ac
curacy of the predictions have, for the most part, been in
adequate. A notable exception to this is the analysis of Davis 
et al. (1987), who recently presented the results of an inves
tigation of the performance of two compressor cascades and 
demonstrated generally excellent agreement with experimental 
performance data (Davis et al., 1988). Some efforts to use the 
inviscid-viscous interaction approach to predict performance 
have been reported (e.g., Hansen et al., 1979, Calvert and 
Ginder, 1985, and Janssens and Hirsch, 1983). Although some 
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of the results are encouraging, there is still a significant amount 
of work needed to improve the ability of the IVI approach to 
predict performance accurately—this provides the principal 
motivation for the present investigation. 

The development of an inviscid-viscous, interaction analysis 
that is capable of providing predictions with accuracy com
parable to that possible with Navier-Stokes analyses, but at 
an appreciable reduction in computational cost, would provide 
a viable tool for use within current design systems. If, in ad
dition, such an analysis can be extended to provide meaningful 
results for cases where the flow is massively separated, then 
the analysis will be applicable across the entire operating range 
of cascades and would be significantly more valuable, since 
compressors operate over a wide range of flow conditions from 
low to high inlet Mach and Reynolds numbers as well as at 
high positive and negative incidence angles. Thus, the analysis 
described here is the result of the initial phase of an effort 
ultimately to satisfy all of these criteria: accuracy, wide range 
of applicability, and computational efficiency. 

The present inviscid-viscous interaction analysis, known as 
IVICAS (for Inviscid-Viscous Interaction CAScade analysis) 
has been developed by coupling a steady, compressible, direct/ 
inverse, finite-difference viscous-layer solution procedure with 
an explicit, time-marching, multiple-grid Euler solver. The Eu-
ler analysis permits the accurate prediction of flows with strong 
shocks, such as those associated with the tip sections of fans. 
Quasi-three-dimensional effects due to radius-change, blade 
rotation and varying streamtube height are included; the first 
two effects should be incorporated in both the viscous and the 
inviscid solutions but are, at the present time, only accounted 
for within the inviscid analysis. 

The results of the initial effort to validate the IVICAS anal
ysis will be presented in this paper, as well as a description of 
the newly developed elements of this procedure. A significant 
result of the present investigation is the observation that good 
agreement with both experimental data and Navier-Stokes so
lutions for the cascade total pressure loss is obtained across 

almost the entire incidence range, and the incidence at which 
the rapid increase in loss occurs at either end of the range is 
accurately predicted. These results indicate that the IVI ap
proach can be used by designers over the- full operating range 
of cascades to develop optimal designs, and to determine the 
operating limits of cascades. 

The principal objective during the initial phase of the in
vestigation described here has been the development of an 
approach that properly represents the physics of compressor 
cascade flows -and accurately predicts cascade aerodynamic 
performance across a wide range of operating conditions. The 
issue of computational efficiency has not yet been directly 
addressed. 

General Concepts 
For flows of practical interest in either external or internal 

aerodynamics, the Reynolds number is usually sufficiently high 
so that the flow past an airfoil or blade can be divided into 
two regions: an ' 'inner'' dissipative region consisting of bound
ary layers and wakes, and an "outer" inviscid region. The 
principal interaction between the flows in the viscous and in
viscid regions arises from the displacement thickness effect, 
which leads to thickened semi-infinite equivalent bodies with 
corresponding changes in surface pressures. If the interaction 
is "weak" then the complete flow problem can be solved se
quentially. This traditional approach for calculating the in
teraction between the inviscid and viscous parts of the flow is 
based on a direct hierarchy between the inviscid and viscous 
regions, which is applicable as long as the disturbances to the 
inviscid flow due to the viscous displacement effect remain 
weak everywhere. 

However, flows over airfoils involve both a weak overall 
interaction arising from standard displacement thickness ef
fects and also from wake curvature effects, and local strong-
displacement interactions caused, for example, by boundary-
layer separations, shock/boundary-layer interactions, and 
trailing-edge/near-wake interactions. These features can lead 

Nomenclature 

Bx = blade length measured 
along machine axis Tu = 

c = blade chord length 
Cp = {P-Pi)/(Pt-Pi) =pres- «„ u2 = 

sure coefficient 
/ = transformed stream func- u, v = 

tion 
F = u/ue = local-to-edge tan

gential velocity ratio 
g = H/He = local-to-edge total V = 

enthalpy ratio 
static temperature integral x, y = 
total enthalpy, or stream-
tube spanwise height 
peix,eb* = displacement fr = 
thickness parameter 
Mach number 
scaled distance normal to /32 = 
reference curve 

P, P, = static and total pressures, 
respectively y = 

Pr, Pr, = molecular and turbulent <5* = 
Prandtl numbers, respec- I = 
tively 

Re = pi V]C/(ii,\ = Reynolds num
ber 6 = 

s, n = arc length, surface normal § = 
coordinates, respectively 

T = static temperature 9 = 

h 
H 

M 
N 

free-stream turbulence 
level, percent 
velocity components in (x, 
y) directions, respectively 
velocity components in di
rection of local tangent, 
normal to surface or wake 
streamline, respectively 

(«i + i>i)1/2 = magnitude 
of total velocity 
Cartesian coordinates, x 
aligned with machine axis, 
y normal to axis 
inlet flow angle, measured 
from lower tangential 
(clockwise) 
exit flow angle, measured 
from upper tangential 
(clockwise) 
ratio of specific heats 
displacement thickness 
ratio of turbulent to mo
lecular viscosity coeffi
cients 
momentum thickness 
77TE = local-to-edge static 
temperature ratio 
angle of tangent to body 

or displacement surface 
relative to x axis 

K = wake streamline curvature 
H = molecular viscosity coeffi

cient 
£, 17 = Levy-Lees independent 

boundary-layer coordi
nates 

p = density 
T = cascade pitch 
4/ = stream function 
01 = relaxation factor 
u = {P, -P, )/{P, - P , ) = loss 

1 2 1 

coefficient 

Subscripts 
= viscous-layer outer edge e 

S 

1 

= blade surface 
= wake streamline 
= inlet 

2 = exit 

Superscripts 
time step counter 
upper and lower edges of 
wake streamline, respec
tively 
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Fig. 1 Typical C-grid for transonic compressor cascade 

to singularities in a classical boundary-layer solution and a 
subsequent breakdown of a weak-interaction solution proce
dure. In addition, viscous displacements in the strong-inter
action region cause substantial changes in the local inviscid 
pressure field and can, in some cases (e.g., massive separation), 
cause substantial changes in the global pressure field as well. 
The concept of an inner viscous region and an outer inviscid 
region still holds, but the classical hierarchical structure of the 
flow no longer applies. Thus, in a local strong-interaction 
region, the hierarchy changes from direct (i.e., pressure de
termined by the inviscid flow) to interactive (i.e., pressure by 
a mutual interaction between the inviscid and the viscous-layer 
flows), and this change must be accommodated within a com
prehensive inviscid-viscous interaction analysis. 

The approach taken here employs an inviscid-viscous in
teraction model to calculate high Reynolds number (Re) flows 
through quasi-three-dimensional cascades. The flow in the outer 
inviscid region is governed by the Euler equations and that in 
the inner viscous region is governed by Prandtl's viscous-layer 
equations, and the procedure for coupling the two solutions 
accounts for the nonhierarchical nature of strong interactions. 

Numerical Procedure 
The general procedure employed in the IVICAS analysis uses 

two main elements: an inviscid solver, which consists of a time-
marching Euler analysis, and a compressible, finite-difference 
viscous-layer solver. The wake viscous-layer solver, which has 
to be able to treat asymmetric wakes and the possibility of 
reversed-flow regions extending into the wake, was developed 
during this investigation, and will be described in detail below. 
The inviscid and viscous equations are coupled through the 
appropriate boundary conditions, which are applied at the 
common surfaces shared by the two flows, i.e., at blade sur
faces and along the streamline that originates at the blade 
trailing edge (i.e., the "wake streamline"). Finally, the solution 
for the complete flow is obtained by "globally" iterating be
tween the viscous and inviscid solutions, varying the displace
ment thickness parameter m, which appears in the boundary 
conditions for both solutions, until the viscous-layer edge ve
locity distribution matches the corresponding inviscid velocity 
distribution. One global iteration consists of a single solution 
of the viscous-layer equations and a specified number of time 
steps of the Euler solver, both carried out for the same dis
tribution of m. The "semi-inverse" approach developed by 
Carter (1979) is used to determine a new distribution of m, 
which is based on the difference between the calculated viscous 
and inviscid velocity distributions at the common boundaries. 

Inviscid Analysis. The flow in the outer inviscid region is 
represented by the solution of the unsteady, quasi-three-di
mensional, compressible Euler equations, which is advanced 
in time until a steady-state solution is obtained. The analysis 
employed here uses the algorithm developed by Ni (1982) and 
employs an explicit, finite-area formulation in conjunction 
with a multiple-grid approach and local time stepping to im
prove the rate of convergence to a steady-state solution. The 
inviscid region of the flows considered herein is assumed to 

be isoenergetic, so that the total enthalpy is constant (except 
for the effects of radius change), obviating the need to solve 
the inviscid energy equation. 

The Euler equations are discretized on a periodic C-grid, 
which is generated using an elliptic Poisson equation solution 
procedure similar to those of Thompson et al. (1974) and 
Sorenson (1981). An example of this periodic C-grid is shown 
in Fig. 1 for a transonic compressor cascade to be discussed 
in the Results section. It should be noted that the use of the 
C-grid results in a cut line in the mesh, which runs from the 
blade trailing edge to the downstream boundary, so that the 
cut line corresponds to two overlapping lines of grid points. 
This feature will be important in the later discussion of the 
wake boundary conditions. 

The effect of the viscous displacement thickness on the in
viscid flow is represented by mass transpiration through the 
surfaces of the blades, and by a jump in the normal velocity 
component along the wake streamlines. The distributions of 
the transpiration velocity along the wake streamlines are spec
ified so that the inviscid streamlines are displaced to conform 
to the effective displacement body, which consists of the airfoil 
geometry plus the displacement thickness. There are also jumps 
in the static and total pressures across the wake streamline; 
the former is proportional to the streamline curvature, and the 
latter is associated with shocks, generally of different strengths, 
which may be present in the suction and pressure surfaces of 
the blades. Both of these pressure-related effects have been 
neglected in the present analysis, for reasons discussed later. 

The distribution of the transpiration velocity along blade 
surfaces is given by the relation 

pv\& = — (peue8*) (1) 
as 

where 5* is the displacement thickness, v is the surface-normal 
velocity component, positive in the direction of the outward-
facing normal to the blade surface, and the arc length s is 
assumed to be increasing with increasing distance from the 
leading-edge stagnation point on both the suction and pressure 
surfaces of the blade. Assuming that fluid is injected through 
the cell faces that are in contact with the blade surface, e.g., 
face AB in Fig. 2, the mass flux through the face, positive 
when fluid is injected into the cell, is given by 

pv I $ds = peue&* IB - PcM* I A (2) 

where ue is positive directed in the positive ^ direction; this is 
the discrete form of equation (1). While equation (2) provides 
for the proper mass flux through the face, another boundary 
condition is required to enforce tangency of the flow to the 
displacement surface. This is accomplished by setting the ap
propriate value of u as follows. The displacement thickness 
distribution is known so that the slope of the displacement 
body surface, denoted by tan 9 , can be calculated. Once pi>l§ 
has been determined from equation (2), the blade surface tan
gential velocity component u is determined from 
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Fig. 3 Sketch of wake cells and notation 

= tan (6 - </>) (3) 

where tan <j> is the slope of the tangent to the blade surface. 
Special care must be taken when 9 - 4>^ ± ir/2 and when v-~0. 

The physical boundary conditions that are applied along the 
wake streamline to account for viscous effects are 

flpvlN ds 
(peue8*)^ (4) 

and 

PTiw=*/>««;(«•+»A (5) 

where v is the velocity component in the direction normal to 
the wake streamline, positive when directed upward (see Fig. 
3), P is the static pressure, 5%? and d^ are the displacement 
and momentum thickness, respectively, of the entire wake at 
a given location along the wake streamline, and K is the wake 
streamline curvature, which is taken as positive when the wake 
streamline is concave upward. The symbol H/fl represents the 
jump in the quantity / , taken as the upper minus the lower 
value, i .e . , / "*"- /" . 

The boundary condition given by equation (4) is applied in 
a manner similar to that used for the surface boundary con
ditions, i.e., conditions on the jumps of the flux and the normal 
velocity across the cell faces are imposed along the wake 
streamline. The procedure used to impose the correct flux and 
normal velocity jump conditions at each time step during the 
solution of the Euler equations is described next. 

It is assumed here that the coincident C-grid mesh lines, 
which run from the trailing edge to the downstream boundary, 
follow the wake streamline. This assumption will be discussed 
further below. Referring to Fig. 3 and denoting the values on 
the upper and lower "surfaces" of the wake streamline by the 
superscripts + and " , respectively, the upper and lower surface 
values of v are given by 

v± = i±-m (6) 

where v denotes the average, or "periodic," component of the 
normal velocity along the wake streamline. Note that there is 
no jump in the wake streamline tangential velocity component, 
consistent with the assumption of zero jumps in the static and 
total pressures. 

The inviscid solution for the unknowns p, puu and pu2 is 
obtained by advancing the Euler equations in time, so that the 
latest time-step value of a variable, pu\, for example, is equal 
to the previous time-step value plus the change in the variable, 
i.e., 

pu"+l = pu" + 8pul (7) 

where <5 denotes the change in the quantity between the two 
time steps and the superscript n denotes its value at the previous 
time step. Thus, before the boundary conditions are applied, 
the changes in all of the flow quantities throughout the entire 
solution domain, including the boundary points, are computed 
from the appropriate flux balances. The values along the 
boundaries are then corrected to enforce the appropriate 

boundary conditions. To impose the jump condition along the 
wake streamline, the changes in all of the quantities computed 
there during the explicit flux balance are first made periodic, 
e.g., 

Sp«i=- (Sp«r +bpu{ ), (8) 

where the overbar denotes the periodic value. The updated 
periodic values of the quantities are then determined, e.g., 

p « 7 + 1 = | [ ( P « r ) " + ( P « r n + « P « i (9) 

Note that the first right-hand-side term is the periodic com
ponent of pu\ (i.e., pHi) at time step n. Finally, the upper and 
lower surface values of the quantities are determined using the 
known jump in pv, obtained from equation (4), and the re
lations 

and 

[[p«2E = UP yB cos 9 

ttp"ill = - flpflsin G 

(10) 

(11) 

which follow from the assumption that, consistent with the 
assumed zero jumps in the static and total pressures, [pwj = 
0, where u is the velocity component in the direction of the 
tangent to the wake streamline, positive directed downstream. 
Here 9 represents the angle that the tangent to the wake stream
line makes relative to the x axis, positive measured counter
clockwise (see Fig. 3). The necessary final relation is given by 

0>«ii±)"+1=pS7+,±ilIP«iJ (12) 

The relations for pu2 are exactly analogous. The density is 
assumed to be constant across the wake streamline, i.e., [pTJ 
= 0. 

In the present implementation of the inviscid boundary con
ditions, the wake jump condition is applied at the blade trailing-
edge point, instead of applying a solid surface tangency con
dition there. The appropriate tangency condition is ambiguous, 
since there are two tangents to the displacement body surface 
at the trailing edge, one from the pressure surface and one 
from the suction surface. A number of different trailing-edge 
boundary conditions were considered and it was determined, 
through numerical experimentation, that the most physically 
plausible solutions were generally obtained using the afore
mentioned wake jump condition. Further examination of this 
issue in the future is warranted, however, since unsatisfactory 
solutions sometimes result in the vicinity of the trailing edge, 
as will be shown in the Results section. 

For convenience in the numerical solution procedure, the 
wake streamline boundary conditions are applied along the 
two coincident mesh lines originating at the blade trailing edge. 
Therefore, for proper application of the boundary conditions, 
these mesh lines must be (nearly) coincident with the actual 
wake streamline when the complete solution has converged. 
In the present analysis, this is accomplished by periodically 
adjusting the grid in the region aft of the blade trailing edge 
to force the coincident grid lines to align with the calculated 
inviscid wake streamline. The corresponding interior nodes 
along each blade-to-blade grid line are then translated by the 
amount needed to maintain the same general mesh topology. 
The Poisson solver used to generate the initial C-grid is not 
reapplied during the grid updates since the modified grid re
mains smooth. For the calculations presented in the Results 
section, the grid is adjusted after every 25 global iterations. 

Referring to Fig. 1, the flow variables are assumed to be 
periodic along the grid line that corresponds to the top and 
bottom boundaries of the C-grid, which are periodic with the 
pitch length T. The boundary conditions along the upstream 
and downstream boundaries of the solution domain are the 
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nonreflective boundary conditions described by Ni (1982). In 
the present analysis, the static pressure is specified at the down
stream boundary and, for the subsonic inlet conditions con
sidered here, the inlet flow angle /3] is specified, and both are 
assumed to be uniform in the tangential (blade-to-blade) di
rection. 

Viscous Analysis. The blade surface boundary layers are 
calculated using the finite-difference, compressible stream-
function approach developed by Carter (1978), which allows 
for both a direct mode (i.e.; edge velocity specified) and an 
inverse mode (i.e., mass flow parameter, m = peueb* , specified) 
calculation. The inverse mode is required to predict boundary-
layer separation, which cannot be done in direct mode due to 
the well-known Goldstein singularity, which arises at the sep
aration point when the latter approach is used. 

A detailed description of the direct/inverse boundary-layer 
solution procedure used on blade suction and pressure surfaces 
was given by Carter (1978) and will not be repeated here. The 
boundary-layer equations are solved in finite-difference form 
on both surfaces by marching downstream from the leading-
edge stagnation point, which is determined by finding the point 
along the blade surface at which the inviscid surface tangent 
velocity component changes sign. The viscous-layer solution 
stations are taken to be at the locations of the inviscid grid 
points lying on the blade surfaces and wake mesh cut line. At 
the stagnation point, the appropriate laminar boundary-layer 
similarity solution is obtained numerically, and this is used as 
the initial plane of data from which the boundary-layer equa
tions are marched downstream. The boundary-layer equations 
are solved in direct mode in the vicinity of the leading-edge 
stagnation point, and the inverse mode is used downstream of 
the first point on each surface at which an adverse pressure 
gradient has been detected, and for the remainder of the surface 
and wake viscous-layer calculations. The viscous wake analysis 
used here was developed for the present application, and will 
be described in greater detail below. 

The inverse mode used in the present wake viscous-layer 
analysis assumes that the displacement thickness parameter 
distribution in the wake, /ww = (p,,Me5*)w, is specified, where 
pe and ue are the density and wake streamline tangential velocity 
component, respectively, at the edges of the viscous layer and 
8w is the displacement thickness of the complete wake. The 
classical Prandtl viscous-layer equations for conservation of 
mass, tangential momentum, and energy, with the latter ex
pressed in terms of the total enthalpy here, are solved in the 
wake. The equations are not given, since they can be found 
in any standard text on viscous flow (e.g., Schlichting, 1979). 
They are transformed into standard Levy-Lees variables, where 
£ = llpeiieUfds and r\ = peue(2£)~i/2 $(p/pe)dN are the in
dependent variables and F = u/ue, f = (2£)~1/2 \p and g = 
H/He are the dependent variables. This transformation allows 
recovery of the similarity solution at the leading-edge stag
nation point and reduces the truncation error of the viscous 
solution over that associated with use of the primitive inde
pendent (s, N) variables. The quantity \p is the standard com
pressible stream function defined in terms of the wake 
streamline tangential and viscous-layer scaled normal velocity 
components u and v = Re1/2 v, respectively, from the relations 

dip , d\P 
pu = ^r-r and pv= —— 

oN ds 
(13) 

where N is the boundary- layer scaled coord ina te , N = 
Re1 /2n, and n is the distance away from the wake streamline 
measured in the normal direction, positive above the streamline 
(see Fig. 3). 

The governing equations are transformed into the following 
form: 

„ <5/ F——, 
drj 

(14) 

d_ 

dr) (40 -<+ Hf) £ 
+ 2£(0~F 2 ) |3 = O (15) 

and 

Pr di) \ Pit/ dr] 

(7- l)M 2 d 

I + ^ I M 2 9 " < - * ) 

dF 
5" 

dr) 

-2£F~ /2Hf+2Z 
df\ dg 

= 0 (16) 

representing the continuity, s momentum, and energy equa
tions, respectively. Here the quantity 6 is equal to T/Te, the 
local-to-edge static temperature ratio, which is related to g and 
F through the relation 

i = g + - M2(g- •F2) (17) 

/ = pn/pe(ie, e is the ratio of the turbulent to molecular viscosity 
coefficients, and 13 is the pressure gradient parameter, defined 
by 

(18) 
q_ 1 dUe 

ue di 
The molecular viscosity coefficient \i, is determined using the 
Sutherland viscosity law. 

These equations are solved in finite-difference form after 
using a first-order accurate discretization for the £ derivatives 
and a second-order accurate discretization for the r\ derivatives. 
The following boundary conditions are applied in the wake: 
r\ = 0 is assumed to lie along a streamline (i.e., stream function 
= const), so that , without loss of generality, 

/ = 0 at 7) = 0 (19) 

The remaining boundary conditions are applied at the two 
edges of the viscous layer and are given by 

F(Ve+)=F(Ve)=g(Ve+)=g(rie)^l (20) 

where r/e
+ and ?je~ are the upper and lower viscous-layer edge 

values of the rj coordinate, respectively. The boundary con
ditions given by equation (20) enforce the approach of the 
variables to their correct edge values and are consistent with 
the assumption that the static and total pressure jumps across 
the viscous wake are zero. 

The viscous equations in the wake are solved implicitly by 
starting at the trailing edge where the velocity, stream function, 
and total enthalpy profiles are known from the just completed 
suction and pressure surface boundary-layer solutions, pro
viding the necessary initial conditions for marching the viscous-
layer equations downstream in parabolic fashion. As men
tioned above, the equations are solved in inverse mode, with 
the jump in the stream function between the viscous-layer 
upper and lower edges specified from the following relation 
obtained by integrating equation (14) across the entire wake 
(from 7)7 to e) and using the standard definition of the dis
placement thickness 5*: 

f(ri: ) -fhe )=(h + t,:- Ve -1—) , 

where 

h = (9-i)rfij 

(21) 

(22) 

and /M W = (fteUgd*)^ is specified, along with h\ the latter is 
obtained from the previous global iteration. In inverse mode, 
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the quantities (3 and ue are unknown and thus a supplemental 
equation relating these two variables is needed; it is provided 
by using the discretized form of equation (18). 

The finite-difference form of the nonlinear system of gov
erning equations (14)-(22) is linearized and solved at each 
marching station, using Newton iteration to converge the equa
tions locally. Since the coupling between the energy equation 
and the other two governing equations is generally weak, the 
former equation is solved uncoupled from the other two, after 
each local iteration on the continuity and momentum equations 
is completed, to obtain the profile of g. The continuity and 
momentum equations are solved implicitly using a tridiagonal 
inversion algorithm, which is modified to account for the ap
plication of one boundary condition (equation (19)) at ij = 0 
and the others (equation (20)) at the upper and lower edges of 
the viscous layer, as well as to account for the application of 
a jump condition on/(equation (21)) between the upper and 
lower edges. Finally, the so-called FLARE approximation is 
applied to turn off the axial convection terms(Fd.F/3£) and 
Fdg/d£) locally wherever F < 0 to prevent instabilities in the 
viscous-layer solution along blade surfaces and in the wake. 

Turbulence and transition modeling are important elements 
of the present cascade analysis. The effects of turbulence in 
blade surface boundary layers are represented by the algebraic 
model of Cebeci and Smith (1974), modified to account for 
separated flow as described by Carter and Wornom (1975), 
and in the wake are represented by the model of Chang et al. 
(1986). Transition effects are determined using the empirical 
models of Dunham (1972) for natural transition, and Roberts 
(1979) for predicting the location of transition within transi
tional separation bubbles. The original model of Dunham ad
justed the transition parameter for both favorable and adverse 
pressure gradient effects, but in the present implementation, 
adjustments are only made for the latter. In the case of natural 
transition, the streamwise intermittency distribution is deter
mined from the universal function developed by Narasimha 
(1957). In the case of bubble transition, transition is assumed 
to occur instantaneously, at the location predicted by Roberts' 
correlation. It should be noted that, although the bubble tran
sition model was developed from suction-surface correlations, 
in the present study it has been applied on both surfaces of 
the blades. Both transition models have been used extensively 
by many others, and hence they will not be described here. 
However, the way in which the transition models are imple
mented within the present analysis will be discussed below, 
because it has been found that the implementation can sig
nificantly influence the convergence characteristics of the in-
viscid-viscous interaction calculation. 

Empirical transition models such as those used here are 
generally applied by interrogating the last available complete 
viscous solution to determine the type of transition (natural 
or bubble), the location of the transition points, transition 
length, and streamwise intermittency distribution. Once this 
is done, the solution is then advanced to the next global it
eration (or time step, for time-marching Navier-Stokes tech
niques). In effect, the transition parameters are lagged by one 
or more iterations, depending on how often the parameters 
are updated. Lagging the transition parameters can lead to 
problems with convergence of the solution, because the lo
cation of transition, and sometimes even the type of transition, 
may develop nonconvergent behavior, often in the form of a 
limit cycle. In the initial implementation of the aforementioned 
transition models into the present analysis, the behavior was 
observed in a majority of the calculations. Thus, an approach 
was developed to alleviate this problem, and is described below. 

Because we believe that the convergence difficulties de
scribed above are often associated with lagging the transition 
parameters, an attempt was made to solve this problem by 
reducing the number of lagged quantities as much as possible. 
Thus, the transition locations on both blade surfaces are de

termined while marching the viscous-flow equations down
stream, rather than after obtaining the complete viscous 
solution on the surfaces. This is accomplished in the present 
analysis by interrogating the viscous solution at each marching 
station to determine whether either the natural or the bubble 
transition model predicts transition. If either of them does, 
then transition is assumed to occur and the turbulence model 
is used with the appropriate streamwise intermittency distri
bution, for the remainder of the downstream viscous-layer 
calculation. The transition length and streamwise intermittency 
distribution, needed in the case of natural transition, are cal
culated using the previous global iteration values for the region 
downstream of the transition point, but this partial lagging of 
the transition parameters does not noticeably degrade the per
formance of the natural transition model. The present imple
mentation of the transition models was tested for several cases 
discussed in the Results section. 

Inviscid-Viscous Coupling. The iteration procedure used to 
couple the viscous and inviscid equations in the present analysis 
is based on the semi-inverse technique introduced by Carter 
(1979). In this method, the distribution of the displacement 
thickness parameter m is simultaneously prescribed for solving 
both the viscous equations in inverse mode and the inviscid 
equations. In general, the resulting viscous-layer edge and in
viscid surface and wake streamline tangential velocity distri
butions, uey and uep respectively, will not agree. The rh 
distribution is then updated in an attempt to force the viscous 
and inviscid velocity distributions to agree, to within a specified 
tolerance, at all of the solution points on the blade surface 
and along the wake streamline, at which point the solution is 
considered to be converged. The semi-inverse iteration tech
nique uses the local ratio of the inviscid and viscous velocities 
to determine an updated value of m at each point from the 
relation 

m"ew = mold l+O) 
\Uer J 

(23) 

where w is relaxation factor and ttE[,and «e/are the local viscous 
edge and inviscid surface and wake tangential velocity com
ponents, respectively. The superscript old refers to the values 
of m used to obtain the most current values of uey and uep 

and new refers to the updated value of m to be used during 
the next global iteration of IVICAS. 

The number of updates to the m distribution needed to 
converge the solution varies, generally increasing as the strength 
of the inviscid-viscous interaction increases. A specified max
imum number of time steps is taken with the Euler solver for 
every update of m; fewer than the maximum are taken if the 
inviscid solution converges to within the specified tolerance 
during the current global iteration. For the present investi
gation, 30 time steps have been specified for each update, unless 
otherwise noted. The viscous-layer equations are solved once 
for each update of m. 

Results 
The present inviscid-viscous interaction cascade analysis is 

being developed to provide a tool that will accurately model 
many of the phenomena that are important in cascades. The 
results presented below have been obtained as part of an effort 
to validate the IVICAS analysis, and to guide future efforts 
to improve the present approach. Thus, results have been ob
tained for several different cascades, operating over a wide 
range of conditions for which experimental data exist, in order 
to evaluate different aspects of this numerical procedure. The 
particular aspects that have been investigated and are reported 
on here are, first, the overall ability of the analysis to predict 
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the performance of a transonic compressor cascade over its 
full operating range; second, the effect of varying the Reynolds 
number on the predicted character of transition and on the 
performance parameters, as well as the effect of the present 
implementation of the transition models on the robustness of 
the numerical algorithm; and finally, the accuracy of the pres
ent viscous wake analysis. 

All of the cascades considered here have circular-arc blunt 
trailing edges. Inherent in boundary-layer theory is the as
sumption that there exists a predominant flow direction, and 
that viscous diffusion in that direction is negligible compared 
with diffusion in the direction normal to it. Unfortunately, 
this assumption renders the IVI approach invalid in the vicinity 
of blunt trailing edges. Therefore, the original blunt trailing-
edge geometries considered here have been modified for the 
present calculations by replacing the circular-arc trailing edges 
with wedge-shaped trailing edges with a total included wedge 
angle of approximately 45-60 deg. The present inviscid grid 
generation scheme restricts the degree of streamwise clustering 
of grid points at a wedge-shaped trailing edge; therefore the 
meshes used for this investigation are relatively coarse there, 
with significantly less resolution than is needed to resolve the 
details of the flow in the trailing-edge/near-wake region ac
curately. It should be noted that a technique that relieves some 
of the restrictions of the IVI approach, permitting consider
ation of blunt trailing edges, was introduced by Werle and 
Verdon (1980) and recently demonstrated for cascades by Bar-
nett and Verdon (1989), and will be incorporated into the 
present analysis in the near future. 

The IVI solutions shown in this paper were considered to 
be converged when the relative difference between the viscous-
layer edge velocity and the inviscid velocity at all points on 
the blade surface and wake streamline is less than 0.001. For 
all the solutions presented below, it has been assumed that 
upstream of the cascade leading edge and downstream of the 
trailing edge, the streamtube height is constant and varies lin
early between those two locations. In addition, because the 
streamline curvature is generally only significant in the near 
wake very close to the trailing edge, and the present meshes 
do not resolve the near wake, the curvature effect has been 
neglected in the present calculations, i.e., the static pressure 
jump along the wake streamline, given by equation (5), is 
assumed to be equal to zero. Unless otherwise noted, in the 
present calculations the inviscid C-grid was constructed using 
161 streamwise points, 40 along the wake streamline (20 on 
each side of the cut line) and 17 tangential points (e.g., see 
Fig. 1). For the viscous-layer calculations, 61 grid points were 
distributed across the surface boundary layer and 121 points 
across the wake viscous layer. The viscous-layer solution sta
tions on the blade surface and along the wake streamline co
incide with the locations of the inviscid grid points along those 
boundaries. 

All the IVI calculations shown here have been performed 
on an Apollo DN 10000 super-workstation. The CPU time 
required for the calculations performed on the grid described 
above is approximately 35 seconds per global iteration, using 
30 inviscid time steps during each iteration. The ratio of inviscid 
to viscous CPU time is approximately 4:1, but can be higher, 
depending on the particular case. Because the IVICAS code 
is still under development, it was compiled and run without 
optimization. Thus, a significant reduction in the CPU time 
needed to execute the code is expected when it is optimized to 
take advantage of the vectorization and/or parallelization ca
pabilities of current computers. 

A number of predictions of the cascade loss are presented 
below. The loss is ideally made up to two components, viscous 
loss and shock-induced loss. The viscous loss is determined 
here by using a compressible flow-mixing calculation (Stewart, 
1955) and the inviscid loss is determined using a technique that 
evaluates shock loss directly by locating shocks and integrating 

Table 1 Aerodynamic conditions for transonic compressor cascade 

Inc. 

-10.0 
-4.8 
-2.8 
0.0 
3.2 
5.0 
7.0 

Mi _ 

.7312 

.7257 

.7313 

.7654 

.7346 

.7355 

.7376 

Pi 
57.0 
51.8 
49.8 
47.0 

43.8 
42.0 
40.0 

M2 

.5920 

.5821 

.5861 

.5604 

.5574 

.5395 

.4902 

Pi 
89.28 
91.21 
90.20 
90.84 

89.87 
90.26 
90.85 

H2IH1 

.9584 

.8900 

.8635 

.8657 

.8094 

.8036 

.8542 

w 

.0782 

.0250 

.0227 

.0199 

.0236 

.0384 

.1441 

Re 

1.028 x 106 

1.044 x 106 

1.034 x 106 

8.710 x 105 

1.058 x 106 

1.108 X 106 

9.002 x 105 

the total pressure loss along them to determine the total shock 
loss. The latter procedure avoids uncertainties associated with 
the unavoidable presence of numerical losses arising when solv
ing the discretized inviscid equations. The mixing calculation 
is performed just upstream of the trailing edge, where a spu
rious increment to the predicted viscous component of the loss 
is produced. In the results presented below for the transonic 
compressor cascade, both the total (viscous plus shock) loss 
and the viscous loss alone are shown, plotted with separate 
symbols. This gives an indication of the magnitude of the 
shock-induced loss for these cases. Only the viscous component 
of the loss is presented for the subsonic and low-speed cascades, 
since the flows are shock-free. The values of the downstream 
flow angle (32 presented here were also determined using the 
mixing analysis of Stewart (1955). 

The base pressure loss has been neglected in the present 
analysis; however, empirical methods have been used to esti
mate the base pressure effects. For the transonic compressor 
cascade discussed below, the magnitude of the base pressure 
loss, ub, is estimated to be o>ft < 0.0016, which is approximately 
10 percent of the minimum loss predicted for this cascade. For 
the other cascades considered here, the base pressure loss is 
estimated to be of comparable magnitude relative to the total 
loss. 

The values of the constants 7 and Pr, are 1.4 and 0.95, 
respectively, for all the results presented below. 

Transonic Compressor Cascade—Performance With Vary
ing Incidence. The transonic, linear compressor cascade re
ported by Stephens and Hobbs (1979) is considered first. The 
experiments were conducted at DFVLR in a closed-loop wind 
tunnel. The IVICAS inviscid-viscous interaction procedure 
was used to predict several test conditions spanning the op
erating range of inlet gas angles of the cascade for a common 
inlet Mach number of approximately 0.73. The aerodynamic 
conditions used for these computations are the experimental 
conditions given in Table 1, which have been corrected as 
suggested in the original report of the experimental data (Ste
phens and Hobbs, 1979); in particular, the values of the inlet 
Mach number that are given in the table have been increased 
from the measured values by 0.03 and the exit-to-inlet stream-
tube height ratio was adjusted accordingly to preserve conti
nuity. The corrected conditions are the same as those used for 
the Navier-Stokes calculations reported by Davis et al. (1988). 
The first column gives the incidence, in degrees, of the inlet 
flow relative to its design-point value of 47 deg. Note that the 
values of o> and Re given in Table 1 have also been adjusted 
for consistency. Finally, it should be noted that the inlet Mach 
number is not specified as a boundary condition, and the 
predicted values of M, can therefore differ from those given 
in the table, as will be discussed later. 

The turbulence model used in the Navier-Stokes analysis of 
Davis et al. (1988), with which the present results are compared, 
was developed by Baldwin and Lomax (1978), and is similar 
to that previously developed by Cebeci and Smith (1974) and 
used in the IVICAS analysis. The principal difference is that 
the former model does not use the boundary-layer thickness 
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Fig. 4 Predicted loss versus incidence for transonic compressor cas
cade 

to determine the length scale for the outer region, as is done 
in the latter, because the edge of the boundary layer is some
times difficult to identify in a Navier-Stokes analysis. Instead, 
the turbulent length scale is related to the normal distance from 
the surface to the location of maximum vorticity at each sta
tion. However, because of the similarities between the two 
models, the differences between the IVI and Navier-Stokes 
results due to turbulence modeling should be minimal. The 
Navier-Stokes calculations were carried out assuming fully 
turbulent flow, with instantaneous transition just aft of the 
leading-edge stagnation point (Davis et al., 1988); thus the 
same assumption was made for the present calculations. 

It should be noted that the Navier-Stokes calculations were 
performed using the actual circular-arc trailing-edge geometry, 
while the trailing-edge geometry has been modified, as dis
cussed earlier, for the IVI calculations. This allows an eval
uation of the effect of the present trailing-edge treatment, as 
will be discussed below. 

Convergence of the transonic compressor cascade calcula
tions was attained in anywhere from about 100 global iterations 
for the design-point case to approximately 300 iterations for 
the two most severe cases, at the extremes of the operating 
range. For these two cases, 60 time steps were taken during 
each global iteration, instead of the usual 30. 

The measured mass-averaged total pressure loss parameter, 
w = (Ptl - P,2)/{Ptl - Pi), is presented as a function of 
incidence in Fig. 4, along with the loss predicted by the IVICAS 
analysis and the Navier-Stokes analysis of Davis et al. (1988). 
Additional points corresponding to incidences not tested ex
perimentally were obtained using the two analyses to verify 
the predictions of the trends at either end of the incidence 
range, and are included in Fig. 4. The values of u predicted 
by IVI and Navier-Stokes analyses are referenced in each case 
to the corresponding calculated inlet Mach number to account 
for differences between the measured and calculated inlet Mach 
number from case to case, as well as for differences between 
the resulting values of M( obtained from the two analyses for 
each case. The values of the total loss predicted by the IVICAS 
analysis and presented here consist of the sum of the viscous 
and the in viscid (shock-induced) contributions to the loss, rep
resented by the open circular symbols, and the viscous loss 
alone, represented by the flagged open circles. The predictions 
for the loss obtained using the IVICAS analysis are in good 
agreement with both the measurements and the Navier-Stokes 
predictions of the total loss, except at the largest positive in
cidence case measured, 7 deg, where the total loss is signifi
cantly underpredicted. This may be due in part to uncertainty 
in the measured value of the incidence, since the loss is very 
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Fig. 5 Exit gas angle versus incidence for transonic compressor cas
cade 

sensitive to changes in the incidence in this range, or it may 
be due to underprediction of the shock strength associated 
with smearing of the inviscid solution caused by numerical 
dissipation. Overall, the in viscid-viscous interaction procedure 
accurately predicts both the absolute level of the loss in the 
vicinity of the design point and the positive and negative in
cidences at which the loss increases very rapidly as the mag
nitude of the incidence is increased. Although the agreement 
with the absolute level of the loss at the farthest off-design 
conditions is not as good as that observed nearer the design 
point, the limits of the incidence range for this cascade have 
been correctly determined. 

Figure 5 shows the comparison between the predicted and 
measured exit flow angle as a function of incidence. The pre
dictions of the IVI and Navier-Stokes analyses are in excellent 
agreement with each other, with the exception of the most 
extreme positive incidence. Both predictions differ from the 
experimentally measured exit flow angle by approximately 2 
deg over most of the incidence range. The latter discrepancy 
is probably due in large part to the difference between the 
specified and true streamtube height variations between the 
calculations and the experiment. Numerical investigations have 
shown that the predicted exit flow angle is sensitive to the 
streamtube height distribution within the cascade (Davis et al,, 
1988). In addition, the angle is difficult to measure accurately; 
thus there is a significant degree of uncertainty in the measured 
values. In an attempt to determine the cause for the discrepancy 
between the values of @2 predicted by the IVI and Navier-
Stokes analyses at 7 deg incidence, an additional data point 
has been obtained at 6.0 deg incidence using the IVICAS anal
ysis. As shown in Fig. 5, the interaction analysis predicts a 
rapid and consistent increase in /32 for incidence angles ex
ceeding 5 deg. This behavior is contrary to what is usually 
observed, wherein /32 decreases relative to the design-point 
value as the incidence angle is increased well into the positive 
incidence range (although this trend is not evident in the meas
ured /32 distribution for this cascade). The anomalous behavior 
of the predicted performance at high positive incidence angles, 
as well as the overall underprediction of /32 across the incidence 
range, will be further examined as this effort continues. 

The airfoil surface static pressure distribution predicted by 
the IVICAS analysis for the design condition (0 deg incidence) 
is compared with the experimental data and with the Navier-
Stokes and inviscid (Euler) solutions, the latter indicating the 
relative effect of inviscid-viscous interaction on the solution, 
in Fig. 6. The ideal value of P/Pt at the sonic condition is 
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indicated on this figure and on the other plots of the blade 
surface pressure distribution for this cascade. The IVI solution 
is in good agreement with both the experimental data and the 
Navier-Stokes solution except in the immediate vicinity of the 
minimum pressure point, where both analyses slightly over-
predict the pressure. The effects of inviscid-viscous interaction 
are shown to be quite significant in the transonic region of the 
suction surface, with the inviscid analysis predicting a well-
defined shock, whereas the predictions of the two viscous anal
yses show a relatively gradual compression to subsonic con
ditions. Figure 7 shows that the predictions of the IVI and 
Navier-Stokes analyses for the displacement thickness distri
butions on both blade surfaces are in good agreement, with 
the IVICAS analysis predicting slightly thicker suction and 
thinner pressure-surface displacement thickness distributions 
than are predicted by the Navier-Stokes analysis. Since viscous 
effects produce a smooth displacement body (airfoil plus dis
placement thickness), there is a rapid increase in the displace
ment thickness at the trailing edge to counteract the rapid 
decrease in the airfoil thickness there. 

The predictions of the IVICAS analysis for the -2.8 deg 
and 3.2 deg incidence cases show similar agreement with both 
the experimental data and the Navier-Stokes solutions as is 
shown in Figs. 6 and 7 for the 0 deg incidence case. 

The airfoil surface pressure distributions for the more dif
ficult off-design cases of -4.8 deg and 5.0 deg are presented 
in Figs. 8 and 9, respectively. The IVI predictions again show 
very good agreement with both the experimental data and the 
results of the Navier-Stokes analysis, although for the case of 
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Fig. 9 Pressure distribution, 5.0 deg incidence 

-4.8 deg incidence both numerical solutions show somewhat 
lower pressures upstream of the trailing edge on both blade 
surfaces (Fig. 8). The displacement thickness distributions ob
tained from the IVI and Navier-Stokes analyses are compared 
in Figs. 10 and 11 for the -4.8 deg and 5.0 deg incidence 
cases, respectively. As in the design-point case, the agreement 
between the predicted displacement thickness distributions is 
good. Both analyses predict that the flow is fully attached 
except in the immediate vicinity of the trailing edge, where 
both predict a small separated region on the suction surface, 
and in the 5.0 deg incidence case a small separation bubble at 
the foot of the suction-surface shock {x/Bx~0.10) is predicted 
by the two analyses. 

The most difficult cases for cascade viscous analyses to pre
dict are at conditions near the stall and choking incidences, 
where massive separation may occur. Time-marching ap
proaches, which most Navier-Stokes algorithms employ to 
obtain an asymptotic steady-state solution, become increas
ingly difficult to drive to steady conditions (i.e., convergence) 
as the extent of separation grows. On the other hand, the 
conventional wisdom with respect to the inviscid-viscous in
teraction approach considers massive separation to be beyond 
the range of applicability of IVI analyses (e.g., see Janssens 
and Hirsch, 1983, and Hassan, 1988). However, it should be 
noted that there is recent evidence that IVI approaches can be 
used for isolated airfoils beyond the point of stall; for example, 
see Le Balieur (1989) and Barnett (1988). As shown below, the 
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present IVI analysis has been successfully applied to cases with 
massive separation. 

Figure 12 shows the pressure distribution obtained from the 
IVICAS analysis along with the experimental data and the 
Navier-Stokes result for the case of -10 deg incidence, for 
which the cascade where the massively separated. The IVI result 
is in good agreement with both the data and the Navier-Stokes 
result, except in the aft portion of the cascade where the mas
sive-separation region is located. However, the agreement be
tween the two numerical results remains good even there, 
although the pressure distributions differ in the wake. The 
measured flow field associated with the massively separated 
case probably had extensive three dimensionality, which would 
account for much of the discrepancy between the data and the 
numerical results. Further, the turbulence models used in the 
two analyses are known to be inadequate for separated flows, 
with a tendency to cause an underprediction of the extent of 
separation. The displacement thickness distributions obtained 
for this case from the IVICAS and Navier-Stokes analyses are 
presented in Fig. 13. The qualitative agreement is very good, 
although the Navier-Stokes analysis consistently predicts a 
larger displacement thickness on both blade surfaces. Both 
analyses predict that the flow separates on the suction surface 
at x/Bx*>0.40, and remains separated over the remainder of 
the suction surface. It should be noted that the IVICAS analysis 
does not predict that the flow is choked for this case. 

The other massively separated case corresponds to 7 deg 
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incidence. The pressure distribution obtained using the IVI
CAS analysis is compared with the experimental data and the 
Navier-Stokes solution in Fig. 14. The agreement of the in
teraction result with both the data and the Navier-Stokes so-
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Fig. 15 Predicted displacement thickness distribution, 7.0 deg inci
dence 

lution is reasonbly good in the forward portion of the cascade 
but worsens in the aft portion. Unlike all the previous cases, 
here the IVI result does not agree well with the Navier-Stokes 
result in the aft region of the cascade. The interaction analysis 
encountered difficulties in the immediate vicinity of the trailing 
edge, as evidenced by the oscillations in the pressure distri
bution and the excessively abrupt matching of the pressure 
and suction-surface pressures at the trailing edge. The treat
ment of the trailing edge is the likely source of the difficulty: 
Use of a coarse grid there, wedging of the blunt trailing edge, 
and use of the wake boundary condition at the trailing edge 
point, combined with the severity of this case, may have con
tributed in varying degrees to the observed behavior. Further 
study will be needed to resolve this issue. The displacement 
thickness distributions predicted by the two analyses are pre
sented in Fig. 15, which shows that the Navier-Stokes analysis 
predicts a considerably thicker displacement body on the blade 
suction surface than is predicted by the IVI analysis. The IVI 
and Navier-Stokes analyses predict that the suction-surface 
boundary layer separates at x/Bx = 0.10 and 0.075, respec
tively, and remains detached over the remainder of the suction 
surface. 

The solutions for all the cases discussed in the Results section 
were obtained assuming a value for the exit pressure corre
sponding to the value that satisfies continuity through the 
cascade based on the experimentally measured values of the 
inlet Mach number and streamtube contraction ratio. Nu
merical losses and viscous blockage effects generally cause the 
inlet Mach number obtained when the solution has converged 
to be different from the experimental value. This effect was 
evaluated for the design-point case discussed above. The case 
was recalculated with the exit pressure varied until the cal
culated inlet Mach number closely matched the adjusted meas
ured value. Figure 16 shows the pressure distributions obtained 
from the two calculations along with the experimental data. 
Case I refers to the mismatched inlet Mach number calculation 
and Case II corresponds to the case where the calculated value 
of Mi was matched to the measured value. The agreement with 
the experimental data in the vicinity of the minimum pressure 
is significantly improved when Mj is matched, while the un-
derprediction of the pressure in the vicinity of the trailing edge 
is increased from the slight underprediction in the result ob
tained without matching the inlet Mach number. A summary 
of the results is shown in Table 2, where the loss coefficient 
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Fig. 16 Pressure distribution, 0.0 deg incidence 

Table 2 Summary of exit pressure variation results for 0 deg incidence 
case 

Case 

I 
II 

AA 
0.7396 
0.7654 

PilPh 
0.8029 
0.7901 

u) 

0.0242 
0.0257 

A 
88.14" 
88.14" 

has been adjusted to be consistent with the calculated inlet 
Mach number for each case. 

The comparisons with the Navier-Stokes results presented 
above allow an evaluation of the effects of both the present 
trailing-edge treatment and the neglect of streamtube con
traction effects in the viscous layer, for these cases. For most 
of the cases presented, the present predictions of the displace
ment thickness and surface pressure (as well as other quantities 
not presented here) agree quite well, even in the vicinity of the 
trailing edge, with those obtained from the Navier-Stokes anal
ysis, which includes both streamtube contraction effects in both 
the inviscid and viscous regions of the flow and a complete 
representation of the blunt trailing edge. Thus, it is concluded 
that neither the present trailing-edge treatment nor the neglect 
of streamtube contraction effects in the viscous layer have 
seriously affected the results of the IVI analysis for this cas
cade, except for the isolated case of 7 deg incidence, where 
difficulties were encountered at the trailing edge, as discussed 
above. 

Subsonic Compressor Cascade—Performance With Varying 
Reynolds Number. Engine performance at high altitude often 
degenerates because of the low Reynolds numbers occurring 
within the compressor, leading to increased loss and reduced 
operating incidence range. Thus, it is important that the com
pressor design system be able accurately and reliably to predict 
the onset of transition as the Reynolds number is varied. Al
though the accuracy of transition predictions is principally 
dependent on the empirical models used, it can also be affected 
by the way in which the transition models are implemented. 
On the other hand, the robustness, and hence reliability, of 
the viscous analysis can be very strongly affected by the par
ticular implementation of the transition models. Therefore, 
the present strategy for implementing the existing natural and 
bubble transition models discussed in the Numerical Procedure 
section was developed with the intention of improving the 
robustness of the IVICAS analysis when used in the "variable" 
transition mode, i.e., when the type and location of transition 
is not specified, but is computed as part of the overall in viscid-
viscous interaction calculation. 

In order to validate the transition model implementation, 
several calculations were carried out for a linear compressor 
cascade, which was tested at subsonic conditions for a range 
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Fig. 17 Subsonic compressor cascade geometry (modified trailing edge) 

of Reynolds numbers with a fixed inlet Mach number. Varying 
the Reynolds number can affect the location and type of tran
sition significantly, and will therefore exercise the transition 
models over a range of conditions. The experiments were con
ducted at DFVLR in the same closed-loop wind tunnel used 
for the transonic cascade experiment discussed above, and are 
reported by Starken et al. (1986). The cascade gap-to-chord 
ratio is 0.863. A single cascade passage, with the trailing edge 
shown as modified for the calculations, is illustrated in Fig. 
17. In the experiment, a high level of free-stream turbulence 
was introduced {Tu « 3.5 percent) to simulate the high levels 
of turbulence found in turbomachinery. The inlet Mach num
ber M, = 0.538, the inlet flow angle ft = 52.7 deg, and four 
representative values of the Reynolds number, spanning the 
range examined in the experiment, were chosen for the present 
calculations, namely Re = 8 x 104,1 X 105, 3 x 105, and 8 x 105. 
Rather than using the actual measured values of H2/Hu a 
single representative value for the streamtube contraction ratio 
is used for all of the calculations, namely H2/H1 = 0.986, 
which is the value measured at the cascade design condition. 
This is done for two reasons. First, the principal intent here 
is to determine how well the present analysis can predict the 
basic effects of Reynolds number variation, isolated from other 
effects, such as variations in H2/Hx. Second, the original ex
perimental data were obtained with large variations in H2/Hu 
yet the measured losses are only very mildly affected by these 
variations. In particular, for the experimental measurements 
at Re « 1.7 x 105, Hi/H^ varied by more than 10 percent, yet 
despite this, the two measured values of w shown in Fig. 18(a) 
are seen to be quite close to one another. 

The number of inviscid-viscous iterations needed to con
verge the cases corresponding to Re = 1 x 105 and 3 x 105 were 
143 and 92, respectively, with a relaxation factor w = 0.25. 
The cases corresponding to the two extremes, namely Re = 
8 x 104 and 8 x 105, proved to be more difficult to converge 
than the two intermediate Re cases. In fact, in the lower Re 
case, convergence was never attained due to a limit cycle, 
associated with the transition models, which developed during 
the inviscid-viscous iterations and could not be eliminated 
through modification of the relaxation factor or transition 
modeling parameters. In the higher Re case, a similar limit 
cycle developed. However, in this case the limit cycle was 
eliminated by increasing the multiplicative constant in the bub
ble transition model from the given value of 2.5 xlO4 to 

0.080 

0.060 

0.040 

0.020 

0.000 

• 

-

0 

% 

o 
a a 

G 

Q IVICAS 

• Experiment 

• Q 

5x 104 1 x 106 1 x 10" 
Rcc 

• 

o a 

G IVICAS 

Experiment (average) 

_G 

1 1 r~—*• 

Fig. 18(a) Loss coefficient versus Reynolds number for subsonic com
pressor cascade 
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Fig. 18(b) Exit flow angle versus Reynolds number for subsonic com
pressor cascade 

7.5 x 104 (see equation (1) in Roberts, 1979). The solution con
verged in 269 iterations with this ad hoc modification. 

The calculated values of the loss coefficient w are presented 
in Fig. 18(a) as a function of the Reynolds number, along with 
the experimentally measured values. The latter are typical in 
magnitude and show the expected trend with varying Re (e.g., 
see Johnson and Bullock, 1965). In these cases, the flow is 
subsonic and thus the shock-induced loss is zero. Two cal
culated values for co are given for the case of Re = 8 x 104, 
corresponding to the values at the farthest forward and aft 
positions of the separation bubble during the limit cycles. The 
values are virtually identical, showing that«is quite insensitive 
to the location of the transition point for this case. The cal
culations predict the experimental trend of decreasing loss with 
increasing Re, although the results show a smaller sensitivity 
to Reynolds number than is indicated by the data, particularly 
at the lower values of Re. The very large values of the exper
imentally measured loss observed at the lower Reynolds num
bers is probably due to lack of closure of a leading-edge 
separation bubble on the suction surface, resulting in massive 
separation. The present analysis has not predicted massive 
separation in association with leading-edge separation bubbles 
for the cases considered, and thus does not reproduce the large 
levels of loss measured at the lower Reynolds numbers. 

Figure 18(b) shows the downstream flow angle /S2 as a func
tion of the Reynolds number. Since the streamtube contraction 
ratio was not fixed from case to case in the experiments (but 
is fixed in the calculations), the measured exit flow angle, which 
is very sensitive to this quantity, shows a great deal of scatter. 
Starken et al. (1986) discussed this problem and presented a 
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Fig. 19 Pressure distribution, low-speed compressor cascade 

plot of the "average" value of /32 as a function of /3i. For the 
inlet flow angle corresponding to these cases, they reported fi2 

~ 69 deg, as represented by the dashed line in Fig. 18(6). The 
IVICAS analysis predicts the expected trend of /32 decreasing 
as Re is decreased for the three lowest values of Re, although 
the highest Reynolds number result does not follow this trend, 
the reason for which is not understood at present. The predicted 
values for /32 vary about the average experimental value. 

The present implementation of the existing transition models 
yields a greater degree of robustness when the IVICAS analysis 
is run in the variable transition mode than the previous, more 
traditional implementation, but still encounters problems for 
some isolated cases. It is not clear whether this is due to a flaw 
in the implementation of the models, or the models themselves. 
However, the present success in converging the solution for 
the highest Re case by modifying the modeling constant in the 
bubble transition correlation indicates that the latter is the 
principal contributor to this behavior in some cases. 

Low-Speed Compressor Cascade—Prediction of Viscous 
Wake Properties. The ability to model viscous wakes accurately 
in cascades is important for a number of reasons. First, wakes 
must be accurately represented to determine the blockage due 
to viscous effects correctly. In addition, the ability to model 
large-scale trailing-edge separations accurately depends on the 
wake modeling because, in such cases, the separated region 
often extends into the wake. Finally, information about the 
wakes of upstream blade rows is needed to determine the cor
rect forcing functions for aeroelastic and/or aeroacoustic anal
yses of cascades. 

An experiment designed to generate extensive data within 
the near and far wakes of compressor cascades was reported 
by Hobbs et al. (1982). The linear cascade was tested in the 
United Technologies Research Center Large-Scale Cascade, 
and the experimental facility, measurement techniques, and 
blade geometry are described in that paper. The experiment 
was carried out at large scale in order to achieve acceptable 
measurement accuracy near the cascade trailing edge. Two 
blade geometries were investigated in the experiment and one 
of them is considered here, namely the controlled diffusion 
fore-loaded cascade geometry designated "Build I " by Hobbs 
et al. (1982); it is the same as that described by Stephens and 
Hobbs (1979), for which results are presented above, but scaled 
up so that, in conjunction with the low speed of the experi
mental configuration, the airfoil chord Reynolds number is 
maintained within the correct range. 

The conditions for this case are the following: Mj = 0.1132, 
M2 = 0.0912, (3, = 52.0 deg, and Re = 4.78 x 10s. The cor
responding inviscid grid employs 161 stream wise points with 
60 along the wake streamline (30 on each side of the mesh cut 

line) and 17 tangential points. The calculation has been per
formed using the transition models described above, assuming 
that the free-stream turbulence level Tu is 1 percent, which is 
representative of the levels found in the experimental facility. 
The solution converged in 165 iterations with a relaxation 
factor co = 0.25. 

The resulting solution predicts bubble transition on the pres
sure surface and natural transition on the suction surface, at 
x/Bx = 0.24 and 0.32, respectively. The surface static pressure 
distribution obtained from the IVICAS analysis is compared 
with the experimental data in Fig. 19. The agreement is good 
except in the immediate vicinity of the trailing edge, where the 
predicted pressure distribution is slightly higher than the data 
on the suction surface, and somewhat anomalous behavior is 
exhibited on both surfaces just upstream of the trailing edge, 
probably associated with the treatment of the trailing-edge 
geometry and the lack of axial mesh resolution there. 

In order to evaluate the viscous wake analysis developed for 
the IVICAS procedure, comparisons between the present pre
dictions and the measurements (Hobbs et al., 1982) of various 
quantities in the wake have been made, and are shown in Figs. 
20-22. The results shown in Figs. 20 and 21 are presented as 
a function of the axial distance downstream of the trailing 
edge nondimensionalized by the axial component of the chord 
length, Bx (i.e., x/Bx = 0.0 at the trailing edge). Figure 20 
shows the distribution of the minimum velocity across the wake 
profiles. With the exception of the near-wake region, the min
imum velocity agrees reasonably with the experimental data. 
Figures 21(a) and 21(6) show the predicted and measured dis
placement and momentum thickness distributions, nondimen
sionalized by the cascade pitch T. The predicted value of 8* at 
the trailing edge agrees with the measured value, but decays 
more slowly in the near wake than the measured distribution 
does. The predicted rate of decay agrees better with the data 
in the far wake. The predicted 6 distribution agrees qualitatively 
with the data, with the magnitude overpredicted by about 35 
percent in the far wake. It should be noted that the ratio of 
the viscous loss predicted by applying the mixing calculation 
at the trailing-edge point to the experimentally measured loss 
is very close to the ratio of the calculated to measured trailing-
edge momentum thickness, as it should be. In Figs. 20 and 21, 
the lack of resolution in the near-wake region is evidenced by 
the poor prediction of the local gradients there, a problem that 
would be largely resolved by increasing the axial clustering of 
the grid points locally. In addition, the effect of the wake 
turbulence model on the accuracy of the near-wake solution 
should be assessed. 

The predicted and measured axial velocity profiles are com
pared at four axial stations in Fig. 22. The experimental data 
and the numerical results are compared at the nearest stations; 
the values are given in Fig. 22, where x/Bx \exp and x/Bx \num 

correspond to the experimental and numerical locations of the 
axial stations, respectively. The y coordinates of the profiles 
have been shifted to place the minimum velocity at y = 0 for 
comparison purposes and each successive curve and the as
sociated data have been offset to the right by 0.20 for clarity. 
The general agreement between the measured and calculated 
profiles is good, with the greatest discrepancy occurring in the 
vicinity of the knee of the velocity profiles on the side of the 
wake originating on the blade pressure surface. 
• For the case considered here, the IVICAS analysis predicts 

the wake quantities reasonably well, although more work is 
needed to improve this capability. In particular, the effect of 
increasing the streamwise concentration of grid points near the 
trailing edge to resolve the very large gradients in the near 
wake should be examined. Earlier studies have shown that 
insufficient resolution of the near-wake region degrades the 
accuracy of the solution in both the near and far wake (e.g., 
see Barnett and Verdon, 1987). In addition, the blunt trailing 
edge of the actual geometry must be represented more accu-
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Fig. 20 Minimum wake velocity distribution, low-speed compressor 
cascade 

rately, as discussed earlier, and the spurious numerical loss 
produced at the trailing edge must be reduced. The wake 
boundary conditions should be modified to account for the 
possibility of total pressure jumps induced by shocks on blade 
surfaces, although this was not a factor in the low-speed cas
cade examined here. Finally, the wake turbulence model needs 
to be improved or alternative models must be considered to 
represent the mixing process more realistically in the near and 
far turbulent wake. 

Concluding Remarks 
An inviscid-viscous interaction technique known as IVICAS 

has been developed to analyze quasi-three-dimensional tur-
bomachinery cascades. The analysis has been applied to a 
number of cases representing a wide range of operating con
ditions. 

Several conclusions have resulted from this investigation. 
The IVICAS analysis has been shown to predict the perform
ance characteristics of a transonic compressor cascade accu
rately near the design point, as well as the incidence angles at 
which the large increase in loss occurs at either end of the 
operating range of the cascade. The present analysis has dem
onstrated the ability to predict the flow at conditions where 
massive separation occurs, although more work is needed to 
improve the capability of the IVICAS code in this regime. In 
addition, the analysis has been tested over a range of Reynolds 
numbers to examine the impact of representative natural and 
bubble transition models on the predictions. The transition 
models have been implemented in a manner that maintains the 
robustness of the interaction analysis by exploiting the march
ing nature of the boundary-layer solution procedure to min
imize the lagging of any of the quantities needed to update the 
predicted location and type of transition. The transition models 
themselves need to be improved to permit better predictions 
of the effects of Reynolds number variation on the flow. Fi
nally, a viscous wake analysis has been developed and rea
sonable accuracy demonstrated through comparisons with 
experimental data. 
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The results of this study indicate the aspects of the IVICAS 
analysis that need to be improved. In particular, since accurate 
predictions of cascade loss and flow turning are very important, 
primary consideration will be given to the quantification and 
reduction of the numerically induced loss and further vali
dation and improvement of the ability of the IVICAS analysis 
to predict flow turning. 

The long-term objective of the work described here is the 
development of an accurate, computationally efficient analysis 
that is applicable over a wide range of operating conditions. 
The present study represents the initial phase of this effort, 
which thus far has only been concerned with the issues of 
accuracy and range of applicability. The issue of computational 
efficiency will be considered as this effort continues. The results 
presented herein demonstrate the potential that the present IVI 
approach has to provide accurate results over the complete 
operating range of compressor cascades, accounting for the 
effects of incidence, Mach number, and Reynolds number 
variations. 
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Inviscid and Viscous Solutions for 
Airfoil/Cascade Flows Using a 
Locally Implicit Algorithm on 
Adaptive Meshes 
A numerical solution procedure, which includes a locally implicit finite volume 
scheme and an adaptive mesh generation technique, has been developed to study 
airfoil and cascade flows. The Euler/Navier-Stokes, continuity, and energy equa
tions, in conjunction with Baldwin-Lomax model for turbulent flow, are solved in 
the Cartesian coordinate system. To simulate physical phenomena efficiently and 
correctly, a mixed type of mesh, with unstructured triangular cells for the inviscid 
region and structured quadrilateral cells for the viscous, boundary layer, and wake 
regions, is introduced in this work. The inviscid flow passing through a channel 
with circular arc bump and the laminar flows over a flat plate with/without shock 
interaction are investigated to confirm the accuracy, convergence, and solution-
adaptibility of the numerical approach. To prove the reliability and capability of 
the present solution procedure further, the inviscid/viscous results for flows over 
theNACA 0012 airfoil, NACA 65-(12) 10 compressor, and one advanced transonic 
turbine cascade are compared to the numerical and experimental data given in related 
papers and reports. 

Introduction 
In recent years, considerable progress has been made in the 

numerical analyses of airfoil and cascade flows. The available 
approaches can be categorized as: (a) inviscid analyses (Jame
son et al., 1981; Denton, 1985); (b) coupled analyses between 
inviscid and viscous flowfields (Hwang et al., 1988; Nakahashi 
et al., 1989); (c) full viscous flowfield analyses (Maksymiuk 
and Pulliam, 1987; Davis et al., 1988). Even though the inviscid 
method can provide efficient and accurate predictions in some 
flow cases, several problems were mentioned by Denton (1985) 
and some limitations were described by Shamroth et al. (1984). 
To study the shear-induced and heat transfer phenomena, two 
major approaches, (b) and (c), have been developed. Making 
a distinction between the viscous shear layer and inviscid core 
flow, approach (b) includes the viscous/inviscid technique 
(Hwang et al., 1988) and viscous/inviscid zonal method (Na
kahashi et al., 1989). Although the problems that cover the 
representation of massive separated regions and arbitrary di
vision of the flowfield into viscous and inviscid parts should 
be seriously considered, approach (b) takes less computing time 
than approach (c). For this reason, an Euler/Navier-Stokes 
zonal method is employed in this study. 

In the current design work of aircraft and turbomachinery, 
flows around isolated airfoil and airfoil cascade are inves-

Contritmted by the International Gas Turbine Institute and presented at the 
35th International Gas Turbine and Aeroengine Congress and Exposition, Brus
sels, Belgium, June 11-14, 1990. Manuscript received by the International Gas 
Turbine Institute January 15, 1990. Paper No. 90-GT-262. 

tigated by using the conventional flow solvers, which are based 
on the fixed, quadrilateral, and structured meshes (H-mesh, 
O-mesh, C-mesh, etc.). To resolve the flow features with ap
propriate distribution of grid points, the solution-adaptive un
structured mesh has been described recently in several works 
(Siden et al., 1990; Davis and Dannenhoffer, 1989; Mavriplis, 
1988). In those papers, only one type of element (triangular 
or quadrilateral) was used to mesh the entire domain. To sim
ulate two-dimensional cascade flowfields efficiently and cor
rectly, Nakahashi et al. (1989) adopted the structured, 
quadrilateral elements for viscous layers, and unstructured 
triangular meshes were used in the inviscid flow regions. Sim
ilar to the grid structure given by Nakahashi et al. (1989), the 
mixed type of elements and the solution-adaptive technique 
are used to study the viscous, transonic airfoil and turbine 
cascade flows in this work. 

Numerical methods for compressible inviscid and viscous 
. flows fall into three major classes: finite difference, finite 
volume, and finite element methods. To achieve solutions for 
airfoil and cascade flows, many explicit/implicit algorithms 
have been presented to solve the compressible Euler or Navier-
Stokes equations. For inviscid turbomachinery calculations, 
Denton (1985) divided the explicit schemes into four groups 
and discussed the advantages and disadvantages of each clas
sification. Without using the solution-adaptive technique, Na
kahashi et al. (1989) introduced the zonal approach to study 
the two-dimensional cascade flow. For the viscous flow region 

Journal of Turbomachinery OCTOBER 1991, Vol. 113 / 553 
Copyright © 1991 by ASME

Downloaded 01 Jun 2010 to 171.66.16.65. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



around the cascade blade, the Reynolds-averaged Navier-
Stokes equations with the thin-layer approximation were solved 
by an implicit approximate factorization scheme. In the in-
viscid region, the two-step Taylor-Galerkin finite element 
method was employed to solve the Euler equations. By using 
a solution-adaptive unstructured mesh, Siden et al. (1990) in
troduced the two-step explicit Taylor-Galerkin finite element 
method to simulate two-dimensional viscous compressible cas
cade flows. As described by Siden et al. (1990), the generation 
of correctly aligned stretched elements, the development of 
more sophisticated smoothing, and the addition of some im
plicitness into the algorithm are important issues of future 
work. Even though implicit factorization schemes are not 
bounded by stability conditions, they involve solutions of large 
systems of algebraic equations and are heavily restricted by 
the grid structure. Free of those requirements, a locally implicit 
scheme with quadrilateral mesh has been developed by Reddy 
and Jacocks (1987) to study inviscid airfoil flows, and the 
scheme was extended by Nayani (1988) for solving the thin 
layer Navier-Stokes equations. The scheme is locally implicit, 
but globally explicit and is unconditionally stable under local 
linearized analysis. In this paper, the locally implicit scheme 
is further developed to couple with finite volume spatial dis
cretization based on the unstructured triangular/structured 
quadrilateral meshes in the Cartesian coordinate system. 

From the above discussions, it is apparent that some prob
lems still exist even though several methods have been devel
oped. The purpose of this work is to demonstrate a numerical 
solution procedure for the airfoil and cascade flows. The pro
cedure includes: (a) locally implicit time integration, (b) cell-
centered finite volume spatial discretization, (c) artificial dis
sipation, and (d) adaptive mesh generation. The Euler/Navier-
Stokes, continuity, and energy equations are solved in con
junction with the Baldwin-Lomax model (Baldwin and Lomax, 
1978) for turbulent flow. Unstructured triangular cells for the 
inviscid region and structured quadrilateral cells for the vis
cous, boundary layer, and wake regions are employed. To 
evaluate the present solution procedure, several basic flow 
problems, such as inviscid flow passing through a channel with 
circular arc bump, and laminar flows over flat plate with/ 
without shock interaction, are studied. Finally, the Euler/Na-
vier-Stokes solutions of flows over the NACA 0012 airfoil, 
NACA 65-(12)10 compressor, and an advanced transonic tur
bine cascade are compared to the data given in related papers 
and reports. 

Governing Equations 
By choosing the chord length c and flow properties at inlet/ 

free-stream condition as reference variables, the two-dimen
sional unsteady continuity, Navier-Stokes, and energy equa
tions are written in nondimensional form for the Cartesian 
coordinate system as follows: 

where 
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The unknown variables p,u, v, and e represent the gas density, 
velocity components in x, y directions, and total energy per 
unit volume. The parameters \i and A are referred to as the 
coefficients of viscosity, and X is taken to be - 2/3/i (Stokes 
hypothesis). Sutherland's law is employed to determine p.. The 
Reynolds number and Prandtl number are denoted as Re and 
Pr. In this paper, the working fluid is air, and it is assumed 
to be perfect. That is, the pressure P is given by the equation 
of state, and y is the ratio of specific heats. 

P = ( 7 - l ) e-^(u2+v2) (2) 

The two-layer algebraic model of Baldwin and Lomax (1978) 
is included to determine the eddy viscosity, and the Reynolds 
heat flux terms are approximated using the constant Prandtl 
number assumption. Thus, 

(3) H = H + H, 

1 

y- l Pr, Pr, 
(4) 

where the subscripts / and t refer to laminar and turbulent 
flows, respectively. The two-layer turbulent model is mathe
matically simple and the most widely used. The inner layer is 
governed by the Prandtl-van Driest formulation, and the outer 
layer follows the modified Clauser approximation. Even though 
the model has some drawbacks (Colantuoni et al., 1989), it is 
very useful in attached flows and in weakly separated flows, 
for which it gives reasonable agreement with experiment. 

Solution Algorithm 

The governing equations in equation (1) can be rewritten as 

dU 

dt 
+ V ( F c - F „ ) = 0 (5) 

where Fc and F„ represent the convective and viscous flux 
vectors. In this section, term F„ is ignored for convenience to 
describe the numerical formulation. By integrating equation 
(5) over space and using Gauss's theorem, the following expres
sion is obtained: 

- ( ( UdA + ( Fc 
tJ Jfi Jan 

(6) 

where 

d\ = ndl 

and n is the unit normal vector in the outward direction, fi is 
the domain of interest and 3fl is the boundary of domain. A 
fully implicit finite volume discretization scheme is applied to 
equation (6) over the entire flowfield. Flow variables at cell 
faces are obtained from the averages of the flow variables at 
the cell centers. Those values and artificial dissipation terms 
are introduced for line integrals and numerical stability. Then, 
for each triangular mesh i (Fig. 1(a)), equation (6) becomes 

A, ( J + Qi( U"+') - D,( U"+') = 0 (7) 

where 
3 
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Fig. 1 Definitions of unstructured triangular and structured quadrilat
eral meshes tor the cell-centered scheme 

In equation (7), A, is a cell area and D-, is the artificial dissi
pation operator. Through numerical experiments, Jameson et 
al. (1981) used a quadrilateral grid and established an effective 
form for Dh The isotropic value for scaling the dissipation has 
been extended to unstructured triangular meshes by Mavriplis 
(1987, 1988). In the present work, a directionally scaled dis
sipation model is developed. The use of directional scaling 
provides anisotropic dissipation to each direction. The math
ematical form is described as follows: 

DiU) = | > , * (8) 

where 

dik = z\{\Uk- U,) -e}?< V'C/»- V'£/,) 

£}? = A<4V/*max[0, (1-32*,*)] 

fe=[IV.rfll + a\dl\]ik 

lv2P,l 
Vi = ~r 

J](Pi + Pk) 

= max(i>,-, vk, vkl, vk2, vk3) 

V^i^Uk-W, 

The subscripts k\, kl, and k3 represent the indices of three 
triangular cells, which surround the cell k (Fig. 1(a)). V2U, is 
expressed as an undivided Laplacian operator. \pik is the spectral 
radius of Jacobian matrix {SEc/dU • d\) on the cell face be
tween cell / and cell k. The coefficients K<-2) and i^4) are user 
input, and the values are taken as 1.0-1.25 and 1/32, re
spectively. 

To improve the convergence speed, a local time stepping 
technique is employed. As a rule, one wishes to adjust At at 
each point so that it is proportional to the grid spacing and 
the characteristic speed of the flow. (A/At), shown in equation 
(7) is chosen as 

3 

(9) ®, CFL 

where CFL is the Courant-Friedrichs-Lewy number. By using 
a Taylor series expansion for temporal differences, equation 
(7) is linearized and can be constructed in the delta form as 
follows: 

UAU) = Res? = - Q/ilTi+DHT) (10) 

where 
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To solve equation (10), a locally implicit scheme (Reddy and 
Jacocks, 1987) is employed. This algorithm is based on a re
laxation procedure for solving time-dependent partial differ
ential equations to obtain steady-state solutions. The scheme 
is locally implicit, but globally explicit and is unconditionally 
stable under local linearized analysis (Nayani, 1988). It does 
not require the assembly of any global matrices and does not 
need any matrix system solvers. In this work, the technique is 
extended to unstructured triangular meshes. For each cell /', 
the equation for iterative corrections is written as 

CdUi = R^-L,{AU) (11) 

AU\m+l) = AU\m) + windUh m = l,2 (12) 

where C is a diagonal matrix defined as a modification to the 
coefficient matrix CI, 

C= 

3 

CFL 
1.0 + ^ + 0 . 5 ^ + 3 ^ ' 

(13) 

AU shown on the right-hand side of equation (11) takes the 
latest available values from equation (12). The inner iteration 
for AU(m+i) can be computed rapidly since the dU corrections 
are explicit scalar equations. Starting at the first element and 
sweeping to the latest element, two symmetric inner iterations 
are performed for each time step. At the end of a time step, 
the outer relaxation is introduced. 

Uf + 1 = if! + w0UlAUi (14) 

By incorporating a smoothing process to AU implicitly, the 
iterative process can be made more robust and convergence to 
the steady state solution is speeded up. The smoothing operator 
Lj(AU), that is added to Z-,(AC/) in equation (10), is given as 

3 

Z,(AC/) = - wimp ( yj/iAUi + <A;2AU2 + &3AU3 -
• ( 

and a diagonal matrix C is added to C in equation (13), 
3 

:= fo.5wimp£feV 

(15) 

(16) 

The coefficients w,„ and wout in equations (12) and (14) are 
inner and outer relaxation parameters of order 1.2 (overre-
laxation), while wimp in equation (16) is an implicit smoothing 
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parameter of order 0.1. It may be noted that the implicit 
smoothing term does not affect the solution in the steady state 
since the residual terms are not altered. 

For the viscous flow region, the Navier-Stokes equations 
are solved and the structured grid is used, To compute the 
shear stress and heat conduction terms, Green's theorem is 
employed. For example, the contributions ux and uy to the 
viscous flux across cell face BC (Fig. 1(b)) are 

J L ' M O ' = { 3 f i , ^ (17) 

\\QluydU'=-\da,udx (18) 

where Q' is the auxiliary cell A'B' CD', anddQ' is the bound
ary of Q'. The detailed treatments of viscous stresses and heat 
conduction terms for thin-layer Navier-Stokes equations are 
described by Swanson (1985). In this paper, the streamwise-
like differences associated with the viscous flux quantities are 
also included. Thus, the full Navier-Stokes solutions are solved 
by using the locally implicit time integration and finite volume 
space discretization in a Cartesian coordinate system. Because 
the structured quadrilateral cells are used in this topic, the 
numerical formulation of inviscid parts is same as that pre
sented by Reddy and Jacocks (1987). To simplify the numerical 
treatment, the viscous terms are expressed in explicit form. 
The finite volume equation is written as follows: 

LiJ(AU) = Resl= -QiJ([f)+DiJ(U") (19) 

where 

Q,-y(t/) = ] s n(F c-F„).c?l 

Boundary Conditions 

At the body surface, no-penetration and no-slip conditions 
are imposed for the inviscid and viscous flows, respectively. 
The pressure value is obtained by the following equation: 

p(y„u-x„v) (yiui-xivi) = (x\+y\)Pr,-(x!pc7l+yiy11)Pi (20) 

where £ and ij represent the body-fitted coordinate lines. In 
this work, the adiabatic wall condition is assumed. For the 
supersonic flows passing through the channel or over the flat 
plate, the free-stream conditions are specified at the inlet and 
space extrapolation is applied on the exit plane. About the 
subsonic flow over a flat plate, one-dimensional characteristics 
are used to treat the boundary condition. In the calculations 
of airfoil flows, the flow angle at upstream is imposed. The 
entropy, tangential velocity component, and Riemann invar
iants are extrapolated from the free-stream or interior points. 
For the cascade flow around the NACA 65-(12)10 compressor 
blade, the total pressure, total density, and flow angle are 
specified at the inlet; the magnitude of velocity is obtained 
from the values of interior points. On the exit plane, the static 
pressure is prescribed; the density and velocity components are 
extrapolated. Except that the one-dimensional Riemann in
variants are applied at inlet, the boundary treatment of exit 
condition for the turbine cascade flow is same as that of com
pressor case. In addition, the periodicity condition for cascade 
flows is easily satisfied by considering points outside the cal
culation domain to have the same flow properties as points 
one pitch distant within the domain and then equating all 
properties at corresponding points on the periodic boundaries. 

Mesh Generation and Adaptive Criterion 
The flow solver is coupled with a mesh generation procedure, 

which is capable of generating structured quadrilateral and 
unstructured triangular cells. The quadrilateral meshes for the 
boundary layer/wake regions are formed by a conventional 

differential equation technique (Sorenson, 1980), and the tri
angular meshes are generated based on the front concept (Lo, 
1985; Hwang et al., 1989). For initial grid generation, quad
rilateral meshes were generated first and then the empty parts 
of the flow field were filled with unstructured elements. The 
grid generation processes for triangular meshes include mainly: 
(a) two-step strategy of distribution of nodes, and (b) trian-
gulation according to the already distributed interior and 
boundary nodes. In this work, two steps are employed to decide 
the distribution .of nodes. In the first step, the idea of front 
is used to obtain the positions of nodes. After the rough dis
tribution of nodes has been set up, the second step is intro
duced. In this step, six candidate nodes surrounding the given 
node / are generated by equal distribution on the perimeter of 
circle with radius 8,, where the node spacing 5,- is provided by 
the flow solutions on the background mesh. The indicator for 
mesh regeneration is decided by the density gradient. Based 
on the indicator on the background grid, the triangular meshes 
are reconstructed. Detailed descriptions of the above procedure 
are given by Hwang et al. (1989). The boundary nodes of the 
triangular element region are chosen as the boundary condi
tions for the quadrilateral mesh generation program. Accord
ing to the above procedure, an adaptive mesh system is created 
and the flow features, such as shock, boundary layer, and 
wake, are simulated efficiently and correctly. 

Results and Discussion 
The approach described above is applied to compute inviscid 

and viscous flows through different regimes (subsonic, tran
sonic, and supersonic flows). Comparing with the related data, 
the present solution procedure is proved to be accurate and 
reliable for studying the airfoil and turbomachinery flows. 

Code Validation. The validation of a code is extremely 
important and is a key investment in CFD. Here, we present 
the Euler solution for supersonic channel flow and Navier-
Stokes/Euler results for flows over a flat plate with/without 
shock boundary layer interaction. To understand the solution-
adaptability of this work, the sequence of meshes, Mach num
ber distributions, and convergence history (average absolute 
residuals of normalized x momentum pu) for a supersonic flow 
passing a channel with 4 percent thick circular arc bump are 
presented in Figs. 2-4. Comparing with the mesh (Struijs et 
al., 1989), which was obtained by the grid enrichment technique 
based on the pressure or stream wise entropy gradients, a similar 
grid pattern (Fig. 2) is generated. In this case, the third adaptive 
mesh (Fig. 2(d)) is obtained by reducing the searching radius 
in the second step of the mesh generation procedure. This 
results in the increase of elements on the circular arc region, 
and the residual jump, which happens at the start of the third 
adaption (Fig. 4). 

In order to evaluate the solution procedure of the Navier-
Stokes equations, the quadrilateral cells (Fig. 5) for an oblique 
shock impinging on a laminar boundary layer, which is de
veloped on a flat plate (Hakkinen et al., 1959), were employed. 
The numerical data shown in Fig. 6 show the pressure plateau 
and the negative skin friction coefficients in the separation 
zone. From those results, it is apparent that the present so
lutions are acceptable. By using a grid structure given in Fig. 
7(a), the skin friction coefficient for laminar flow over a flat 
plate is calculated and compared with the Blasius solution. 
From this result shown in Fig. lib), the accuracy of the zonal 
method, which is used to solve the Euler and Navier-Stokes 
equations, is confirmed. 

Inviscid Solutions of Airfoil and Cascade Flows. From the 
basic code validation, the accuracy, convergence, and relia
bility of the numerical approach presented in this paper are 
confirmed. Because the major purpose of this work is to study 
airfoil/cascade flow problems, Euler solutions of flows over 
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Fig. 2 The sequence of meshes for flow passing through a channel 
with 4 percent thick circular arc bump (M„ = 1.4) 

Fig. 5 Flow structure and grid distribution for laminar shock boundary 
layer interaction flow (M„ = 2.0, Ret = 2.96x105) 

2.0 

w 1.6 

a 1 A 

1.2 

0.8 

UNSTRUCTURED MESH ( ADAPTIVE) ]v[ = 1 , | 

-—UNSTRUCTURED MESH ( NONADAPTIVE ) 

QUADRILATERAL 

NI 

-1.0 0.0 2.0 

Fig. 3 Mach number distributions of inviscid flow passing through a 
channel with 4 percent thick circular arc bump 
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Fig. 4 Convergence history for inviscid flow passing through a channel 
with 4 percent thick circular arc bump 

the NACA 0012 airfoil and NACA 65-(12)10 compressor cas
cade have been conducted. The triangular mesh shown in Fig. 
8 is used to predict the inviscid flow over a NACA 0012 airfoil 
at 1.25° incidence with free-stream Mach number of 0.8. From 
the pressure distributions plotted in Fig. 9(a), the present result 
exhibits fairly good agreement with numerical data given by 
Jameson and Mavriplis (1986), and fewer grids are required 
to capture the shock discontinuity. The normalized supersonic 
points and residual of density, which are presented in Fig. 9(b), 
demonstrate the convergence of the present approach. 

For NACA 65-(12)10 compressor cascade inviscid flow, two 
grid systems, triangular mesh and mixed mesh (Fig. 10), are 
employed. The inlet Mach number (Miniet), angle of attack (a), 
inlet angle (/3iniet), and solidity are chosen as 0.76, 16.5 deg, 
45 deg, and 1.0. By solving the Euler equations, pressure dis-

8 1.4 -

a, 1.2 -
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PRESENT SOLUTION 

11,1 = 2.96*10 
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Fig. 6 Distributions of wall pressure and skin friction coefficient for 
laminar shock boundary layer interaction flow 

( 032 ELEMENTS It 31 ' 31 CMD POINTS ) 
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Fig. 7 Distributions of grid and skin friction coefficient for laminar flow 
over a flat plate 

, tributions are given in Fig. 11. The flow solver with unstruc
tured triangular cell has a tendency to produce small wiggles 
in the blade surface pressures. This is probably due to failure 
for numerical smoothing to damp out small wiggles propa
gating from the high gradient leading edge region (Siden et 
al., 1990). It is interesting to mention that for mixed-type mesh 
system, the finer quadrilateral cells are located near blade 
surface, and the small wiggles disappear. In this calculation, 
the back pressure rise ratio is 1.25, and shows a good com
parison with the experimental datum (1.218) of Briggs (1952). 
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Fig. 8 Grid distribution for NACA 0012 airfoil 

NACA 0011 AIRFOIL • JAMESON&MAVRIPLIS 

MACH 0.( . . PRESENT SOLITTION 

ALPHA 1JJ 

CL=0.HT3 C 0=0.011* CM=-0.0131 

/ 

1000 2000 3000 4000 
x/c ITERATION NO. 

Fig. 9 Surface pressure distribution and convergence history for in-
viscid flow over a NACA 0012 airfoil 

Solutions of Airfoil and Cascade Flows by the Viscous/ 
Inviscid Zonal Approach. To understand further the capa
bility of the zonal method for viscous flows, the Navier-Stokes 
and Euler equations are solved on the structured quadrilateral 
and unstructured triangular meshes, respectively. The tran
sonic turbulent flows over a NACA 0012 airfoil and through 
one advanced turbine cascade are investigated. The adaptive 
grids for the airfoil flow calculation are displayed in Fig. 12. 
The minimum cell distance between the first cell and the surface 
of airfoil is 2.04 x 10~4 chord. The far-field boundaries of 
the computational domain are located at 10 chords. For tran
sonic turbulent flow (M„ = 0.756, Re,* = 4.01 x 106) with zero 
angle of attack, the pressure distributions are presented in Fig. 
13. Those results show good agreement with the experimental 
data(Thibert et al., 1979). 

An advanced transonic turbine flow (depicted in Fig. 14 for 
mesh distribution) has been extensively tested in four European 
wind tunnel (Kiock et al., 1986) for different exit flow con-

Fig. 10 Unstructured triangular mesh and mixed type of mesh for in-
viscid flow passing through the NACA 65-(12)10 compressor cascade 
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Fig. 11 Pressure distributions for inviscid flow passing through the 
NACA 65-(12)10 compressor cascade 

ditions. The computational domain is the same as the test 
section of the wind tunnel, which was located at Oxford Uni
versity, United Kingdom. The flow with a designed Reynolds 
number of 8 x 10s, which is based on the true chord and the 
flow variables on the exit boundary, is investigated. Inflow 
conditions are applied corresponding to a flow angle of 30 deg 
incidence on the upstream boundary and a design Mach num
ber of 0.988 on the exit boundary. The calculation is carried 
out with the assumption of fully turbulent flow. The adaptive 
mesh is shown in Fig. 14(b), and the better grid distributions 
on the suction side and trailing edge regions are observed. The 
Schlieren picture from GO (Kiock et al., 1986) showed the 
compression shocks at two locations (x/c~0.65 and 0.98), and 
this is also demonstrated at the present solution-adaptive mesh 
pattern. The isentropic Mach number distributions on the blade 
surface for nonadaptive and adaptive meshes are in fairly good 
agreement with the experimental data (Fig. 15). The computed 

I2 \ 
'—5 are 66.73 exit angle (/3exit) and loss coefficient I 1 - -

I v., 
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Fig. 12 Grid distributions for turbulent flow over a NACA 0012 airfoil 
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Fig. 13 Pressure distributions for turbulent flow over a NACA 0012 
airfoil 

deg and 0.057. Those values show a good comparison with the 
experimental data 67.76 deg and 0.040. In this calculation, the 
present method requires approximately 0.48 s/point/iteration 
on the computer, VAX 8600. 

Conclusions 
A locally implicit finite volume cell-centered scheme for 

numerical integration of the Euler/Navier-Stokes, continuity, 
and energy equations in conjunction with Baldwin-Lomax 
model for turbulent flow has been developed in the Cartesian 
coordinate system. In this work, a zonal approach and adaptive 
mesh generation technique are coupled with structured quad
rilateral meshes and unstructured triangular elements to study 
the viscous and in viscid flows. The accuracy and convergence 

Fig. 14 Grid distributions for turbulent flow passing through the tran
sonic turbine cascade 

0.0 0.2 0.4 0.6 0.8 1.0 
X / C 

Fig. 15 Isentropic Mach number distributions for turbulent flow pass
ing through the transonic turbine cascade 

of the method were investigated for some basic flows. A fairly 
good agreement by comparisons with related experimental/ 
numerical data is observed. From the numerical results of flows 
over NACA 0012, NACA 65-(12)10 compressor, and advanced 
transonic turbine cascades, the present solution procedure is 
an efficient and accurate approach for studying the airfoil and 
cascade flows. 
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Prediction of Cascade Performance 
Using an Incompressible Navier-
Stokes Technique 
A fully elliptic, control volume solution of the two-dimensional incompressible 
Navier-Stokes equations for the prediction of cascade performance over a wide 
range is presented in this paper. The numerical technique is based on a new pressure 
substitution method. A Poisson equation is derived from the pressure-weighted 
substitution of the full momentum equations into the continuity equation. The 
analysis of a double circular arc compressor cascade is presented, and the results 
are compared with the available experimental data at various incidence angles. Good 
agreement is obtained for the blade pressure distribution, boundary layer and wake 
profiles, skin friction coefficient, losses and outlet angles. Turbulence effects are 
simulated by the low-Reynolds-number version of the k-e turbulence model. 

Introduction 
A fully elliptic calculation of internal flows is essential in 

order that regions of pressure ellipticity and streamwise dif
fusion can be accurately resolved. The resolution of these el
liptic regions is essential for the numerical simulation of flow 
past airfoils and cascades that are operating at, or close to, 
their optimum condition, which could entail some regions of 
flow separation. 

In flows where there is such strong viscid-inviscid interac
tion, it is essential that the full Navier-Stokes equations be 
solved. When compared with the parabolic marching technique 
as proposed by Pouagare and Lakshminarayana (1985), the 
method described below is not computationally efficient. The 
pressure-based method has recently been shown by Abdallah 
(1989) to be computationally more efficient than the artificial 
compressibility method. With the current increase in computer 
speeds, this type of computation can be justified. The most 
important justification for elliptic techniques is that physical 
phenomena, including viscid-inviscid flow interactions, sep
arated flow regions, and pressure distributions, are accurately 
resolved. 

The computational procedure developed in this paper is based 
on the original Navier-Stokes solution method developed by 
Caretto et al. (1972). The original SIMPLE or pressure cor
rection method (PCM) algorithm suffered severely from geo
metric limitations because the equations were written in 
Cartesian coordinates and the staggered grid arrangement uti
lized did not enable easy transformation of the equations into 
generalized coordinates. The pressure correction method re
quires the solution of a Poisson pressure correction equation 
and a subsequent explicit correction of the velocity and pressure 

Contributed by the International Gas Turbine Institute and presented at the 
35th International Gas Turbine and Aeroengine Congress and Exposition, Brus
sels, Belgium, June 11-14, 1990. Manuscript received by the International Gas 
Turbine Institute January 15, 1990. Paper No. 90-GT-261. 

field. Rhie and Chow (1983), who proposed the pressure 
weighted method (PWM), were the first to compute on a reg
ular, or nonstaggered, grid. This was achieved by substituting 
the full momentum equations into the integral form of the 
continuity equation. Their solution procedure, however, still 
relied on the basic SIMPLE or pressure correction algorithm. 
Hah (1984) and Davis et al. (1988) provided cascade viscous 
flow solutions using, respectively, relaxation and time-march
ing techniques. Both formulations were for compressible flow; 
however, Hah computed incompressible flow. 

The new pressure substitution method (PSM), developed and 
utilized in this paper, permits the solution of the static pressure 
and allows for a direct coupling of the momentum and pressure 
equations to be solved in block form. Three different for
mulations with nonstaggered grids have been suggested by Shih 
and Ren (1984). Some of these employ the Poisson equation 
for pressure in place of the continuity equation. Their for
mulation was derived in nonconservative, finite difference form 
in contrast to the derivation of the equations in conservative 
form in the present study. Thus, the code developed in this 
paper uses pressure weighting to allow the solution of the 
discretized equations on a regular grid, and the equations are 
coupled by the substitution of the pressure-weighted form of 
the momentum equations into the integral form of the con
tinuity equation. 

A refined turbulence model has been incorporated into this 
procedure, which is an extension of the widely used k-e model 
as proposed by Launder and Spalding (1974). The effects of 
turbulence are simulated by the low-Reynolds-number version 
of the k-e turbulence model as proposed by Lam and Brem-
horst (1981). Rodi and Scheuerer (1985) used a similar extended 
version of the k-e equations, but with a boundary layer pro
cedure, which was valid for flows without separation. The 
extensions entail the simulation of viscous and near-wall ef
fects, and laminar to turbulent flow transition, and in partic
ular its dependence on the free-stream turbulence intensity. 
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The original contribution of this paper is the development 
of a new pressure substitution method that is more efficient 
than the pressure correction method. The fully validated code, 
proposed by Hobson and Lakshminarayana (1989), is used in 
a simulation mode to carry out a parametric study of cascade 
flows. The objective of the paper is to demonstrate the ca
pability of a Navier-Stokes code to capture the entire flowfield, 
including losses, wake and boundary layer profiles, and the 
extent of flow separation. Most importantly, the code is utilized 
to understand the effect of free-stream turbulence and inci
dence angle on cascade performance. 

Theoretical Formulation 
Mathematical Model. The equations governing two-di

mensional incompressible flow are the continuity equation 

T~ (PU)+— (PV)=0 
dx dy 

(1) 

and the general form of the conservation equation for mo
mentum 

d d d 
— (pu<t>)+-r- (pv<t>)= — 
dx dy dx dx dy 

b± 
dy. 

+ S* (2) 

In the above two equations, p is the fluid density and u and 
v are the velocities in the x and y directions, respectively, as 
shown in Fig. 1. 

For the dependent variables, <t>, to be solved, the diffusion 
constants and source terms are as follows. 

Conservation Equation 4> P* S* 

ll + fl, 

11 +11, 

n+— 
"k 

ix + — 

dp 

dx 
dp 

by 
P-pe 

J-lQJiP-Qifjpe] 

x momentum 

y momentum 

Turbulent kinetic 
energy 

Turbulent dissipation 

(3) 
In the above table, /x is the dynamic viscosity, p is the static 
pressure, k the turbulent kinetic energy, and e the rate of 
dissipation of turbulent kinetic energy. 

The eddy viscosity, fx„ is related to the turbulent kinetic 
energy k and the rate of dissipation e by 

k2 

Ht = pClifll— (4) 

where C„ is an empirical constant and /„ a function that ex
presses viscous and near-wall effects on the eddy viscosity. The 
function /M, given by Lam and Bremhorst (1981), reads 

20.5" 
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Fig. 1 Schematic representation of a control volume in physical and 
computational space 

where the turbulent Reynolds numbers Re,, and Re, are defined 
as 

Rey = 
yfkyp 

Re, = — 
en 

(6) 

The term $ is defined as 

* = 2 — 
du 

.dx. 
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dv 

.dy. 
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dv du 
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dv 
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(8) 

and the production, P, of turbulent kinetic energy k, is 

The empirical low-Reynolds-number functions f\ and f2 ap 
pearing in the e equation are 

"0.06 
/ i = l + 

U 
/ 2 = l - e x p ( - R e ? ) (9) 

For the remaining empirical constants, the standard values 
cited by Rodi and Scheuerer (1985) have been used: C„ = 0.09, 
Cel = 1.44, Ce2=1.92, o>=1.0, andff£=1.3. 

Transformation of the Basic Equation. Equations (1) and 
(2) are transformed into generalized coordinates £, r\ by the 
general transformation £ = £0r, y) and r\ = r](x, y). The trans
formed equations are 

^(pGl)+y(PG1)=0 (10) 

and 

A (I! 
di, LJ 

— (pG,<A)+— (PG2<t>) = 
9£ 017 

3? 9rj. 
_a_ rr^ 

+ 9T, [ / dri 9£. 
+ S*J 

where 

and 
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r9vi 
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dx dy 
• v u— 

9£ 9? 

„ dx dx dy dy 
fi = + — — 

3£ drj 3£ drj 

dx dy dx dy 

3£ drj drj dt; 

(12) 

(13) 

G\ and G2 are directly related to the contravariant velocity 
components and J is the Jacobian of the transformation. 

Discretization of the Transport Equations. Equations (10) 
and (11) are integrated over the control volume as shown in 
Fig. 1. 

[pG,]fv+[pG2L" = 0 (14) 

r r* r deb' 
+ i(.pG2<t>)-— 7 (pG1<b)-

dt 

J drj 

J 

p0 

drj 

d<f 
a?. 

+ S*/ (15) 

where n, s, e, and w are the locations of the intersection between 
the control volume faces and the grid lines. 

The discretized form of the continuity equation (14) will be 
dealt with in the next section. Equation (15) will now be fully 
discretized. 

In the present scheme, all properties are defined at the nodes 
0, N, S, E, and W, Thus the following general approximations 
are made for the above finite difference expressions on the 
left-hand side of equation (15): 

[pGMe-lpG^e- [4>O + 4>E] 
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a TT 

L d * J 
} 
)e 

J-10 

— a 
L J J 

" — a (<bo-<t>EVM (16) 

Quantities such as \pGi\e and [r"W./]e are obtained by linear 
interpolation in the physical plane. Similar forms of equation 
(16) are substituted into (15). This results in a relationship 
between </>0 and the neighboring values: 

At<bo=At,<t>N+Ai4>s+Ai4>E+A%<bw+St+S%7 (17) 

or 
At>cbo = ^At<bi + St+SU (18) 

where S*, which contains the cross derivative terms, is the 
first term on the right-hand side of (15). The Af contain the 
convection and diffusion terms as given by the coefficients on 
the right-hand side of equation (16). 

S$ contains the pressure gradient terms: 

4> = u; SP= 
dri 

drj 
SP=-BV^-C 

a? 

a? 
(19) 

where 
By dy 

B~ Ah' ° = " ^ 

dx dx 

„v dr, 3£ 
B=-AJ' C=AJ (20) 

( n ) , 4 0 is the sum of all the ^ ; at the TV, S, E, and W points. These 
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coefficients are modified according to the hybrid differencing 
scheme proposed by Spalding (1972). The transformation is 
such that A£ = A?j = 1 and as such all multiples of these terms 
have been neglected. 

Pressure Substitution Method. The method will be ex
plained by neglecting such scalar quantities as temperature and 
the turbulence quantities. For simplicity the explanation of the 
method will be restricted to rectangular Cartesian coordinates. 

The implicit, discretized u and v momentum equations at 
node 0 in Cartesian coordinates is derived from equations (18) 
and (19) 

r\nm 

u'S+, = LA^uT+1 °" — -B" 
dx 

11 

Vo 
• LA»vT+l-C (21) 

where all the coefficients on the right-hand side have been 
divided by A%. 

A Poisson pressure equation is to be derived from the com
bined continuity and momentum equations. Consider the in
tegral form of equation (1) and not equation (14) 

[pu]%+[pv]ns=0 (22) 

It is assumed that a new set of velocities um + l and v'" + l are 
obtained from equation (21), where the superscript m denotes 
the initial guess and the superscript m +1 denotes the new 
implicit solution of the relevant variable. In general, um+' and 
j / " + 1 will not satisfy the continuity equation; instead, a net 
mass source is produced. This derivation of the net source is 
now presented. 

When considering equation (22), it is noted that u is to be 
evaluated at station e, but this must be determined from values 
at stations E and O as shown in Fig. 1. These values are 
determined from the following relationships: 

"E • LAluT 

Uo Tl^Aluf+l 

-&E a 

dx 

~B° dx 

u™+l = ZAluT+l B\ 
dx 

(23) 

(24) 

(25) 

The following two assumptions are now made with regard to 
the first term on the right-hand side of equation (25) and the 
coefficient of the last term of the same equation, i.e., we 
assume: 

1 T.Alu7+'\o + KAluT+l EA?u? 

B"e=\{B"0 + BE\ (26) 

Upon substitution of the rearranged forms of equations (23) 
and (24) and equation (26) into equation (25), the following 
equation results: 

„m+l , ..m+l UE +UQ Bo dx + BE dx 

{B"o + B"E) 
dpm 

dx 

^ + 1 = «e"+ '+2 Bo dx 
+ B"E-~-dx -B\ 

dx 

(27) 

(28) 

Similar equations can be derived for u'l and u'l 
Equation (28) and its derivation are referred to as the pressure-
weighted method (PWM). This was first introduced by Rhie 
and Chow (1983), who found a similar form to be effective in 
coupling the momentum and continuity equations. Let u* be 
equal to the first three terms on the right-hand side of equation 
(28), i.e., 

dp" 
ui •• -u™+i+\ Bo dx 

+ BI 
dx 

(30) 

The assumption is made that the following form of the con
tinuity equation is satisfied: 

[pum+lyw+[pvm+lrs=o (31) 

This is the ultimate converged solution that is sought. Most 
researchers, such as Caretto et al. (1972), Rhie and Chow 
(1983), and Hah (1984), now invoke the pressure correction 
method (PCM) and solve a pressure correction (/?') equation. 
Then, the intermediate velocity field and the previous pressure 
field are updated by the gradient of the pressure correction 
and the actual pressure correction, respectively. This explicit 
correction step is neglected in the present work, with no det
rimental effect. In most test cases, this procedure showed better 
convergence behavior than the original PCM procedure. 

Upon substitution of equation (27), and similar forms of it 
for uZ+\ < + 1 , and «f+1, into equation (30), the following 
pressure equation results: 

pB\ 
dx 

+ pBw — 
dx 

-pC\ »dP 
dy 

pC\ 
dy 

(32) 

In discretized form, the implicit pressure equation is 

Ap
0p

mo+x=A?NPrl+Ap
sPrl+AEPrl+A%PV I+s; 03) 

The source term of equation (32) is 

Sm
P = \pu*}%+[pv*fs (34) 

where u* and v* are of the form of equation (29). 
The major difference between this derivative and that of 

Rhie and Chow (1983) is evident when one considers equation 
(29). The present method does not include a pressure gradient 
term at the control volume face for the solution of the pressure 
equation (32). The Shih and Ren (1984) formulation, which 
was non-conservative, did not include the pressure-weighted 
method. In comparison with the pressure weighted method, 
which includes dissipation dependent on the pressure gradient, 
their pressure equation only has velocity gradients in the source 
term. 

The extension of this algorithm to generalized coordinates 
is similar to the formulation presented by Rhie and Chow 
(1983). 

Boundary Conditions. The inlet flow conditions are spec
ified, and at the exit plane (which is at least two chord lengths 
down stream of the cascade) the streamwise derivative of all 
the solution variables is set equal to zero. No-slip boundary 
conditions are used for the velocities at a solid wall. A periodic 
solver by Napolitano (1985) was used to relax the discretized 
equations upstream and downstream of the blade profiles. 

The boundary condition required to solve the pressure equa
tion is that the normal derivative of the pressure vanishes at 
the solid boundary in the computational plane. The actual 
pressure value at the blade profile is determined by extrapo
lating from the interior nodes to the wall with the condition 
of zero normal derivative of the pressure. 

On the blade surfaces, both the turbulent kinetic energy (k) 
and the normal derivative of the dissipation rate (e) were set 
equal to zero, as recommended by Patel et al. (1985). 

- „ \ME + " O J (29) 
Results and Discussion 

A detailed numerical investigation has been conducted for 
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Fig. 3 Predicted and measured blade surface pressure coefficient 

a cascade geometry, in which results calculated by the above 
PSM have been compared with the available experimental data. 
The PSM has been validated and compared to the PCM for 
various complex flows by Hobson and Lakshminarayana 
(1989). 

Double Circular Arc Cascade: —1.5 deg Incidence. For 
the test case of turbulent flow through a cascade, the predic
tions made by the present method were compared with the 
experimental data obtained by Deutsch and Zierke (1986a, 
1986b) and Zierke and Deutsch (1990). The blade section is a 
double circular arc with a camber of 65 deg and a chord of 
228.6 mm, with a leading and trailing edge radius of 9.14 fim. 
The solidity of the cascade was 2.14, the stagger angle was 
20.5 deg, and the aspect ratio was 1.61. The measurements 
were made at a chord Reynolds number based on the inlet 
absolute flow velocity of 5.0 x 105 (with air as the test medium) 
and at three different incidence angles, +5.0 deg, - 1 . 5 deg, 
and - 8.0 deg. The computed test case was for the near-design 
case of —1.5 deg incidence. 

The modified version of the GRAPE code, written by Sor-
enson (1981), was used to generate the i7-grid, which extended 
half a chord upstream and one and a half chords downstream 
of the blade. The inlet angle of the grid was aligned with the 
incoming flow at 51.5 deg and the outlet grid angle was set 
equal to the measured outlet flow angle of 2.1 deg. The grid 
lines were normal to the blade surface and this orthogonality 
was relaxed away from the blades. Typical Navier-Stokes cal
culations using a 130 stream wise by 100 tangential computa
tional grid took 300 outer iterations to decrease the residuals 
by two orders of magnitude. A typical convergence history 
(Fig. 2) shows the sum of the L2 norm of the errors for the 
complete flowfield at each iteration. The top, middle, and 
bottom curves are the norms for the ^-momentum, u-momen-
tum, and pressure equations, respectively. For the loss versus 
incidence prediction, it is felt that two orders of magnitude 
reduction of the errors is adequate for engineering accuracy. 
However, for the —1.5 deg incidence case, the residuals were 
reduced by four orders of magnitude in roughly 2000 iterations. 
This corresponded to 20 minutes on the ETA-10 supercom
puter, using only the optimization capabilities of the compiler, 
which vectorizes inner DO-Ioops. The slopes of the conver

gence plots were not monotonic and flattened out after 300 
iterations. 

Although an inlet free-stream turbulence intensity (Tu) of 
0.18 percent was quoted in the original paper by Deutsch and 
Zierke (1986a), this was measured in the wind tunnel without 
the cascade in place. A value of free-stream turbulence intensity 
of 2 percent was used, after consultation with Zierke (1989), 
with an associated length scale, L,, of 1 mm (Z,,/ 
CHORD = 0.004). The value of 2 percent inlet free-stream 
turbulence intensity enabled the turbulence model to account 
for the transition of the blade surface boundary layer (lower 
values did not result in any transition on the pressure surface). 
This gives the inlet turbulent kinetic energy, k„ as 

ki=l.5(UjTu)2 (35) 

where [/,• is the inlet free-stream velocity. The high inlet free-
stream turbulence intensity is due to the flow distortion caused 
by the cascade resulting in a production of turbulence. Fol
lowing Rodi and Scheuerer (1985), the inlet turbulent dissi
pation rate e,- is calculated from the following: 

fin 
e, = ^~ (36) 

Figure 3 shows a comparison of the calculated and measured 
static pressure distribution. The pressure surface has a large 
favorable pressure gradient near the leading edge. The distri
bution is flat over most of the rest of the blade, and becomes 
favorable once again at the trailing edge. The suction surface 
has a large adverse pressure gradient near the leading edge, 
followed by a mild favorable gradient between 4 and 10 percent 
chord.The code was not able to capture the pressure spike 
exactly at the leading edge, but was able to follow the distri
bution after the leading edge closely. Zierke and Deutsch (1990) 
note that the very large adverse pressure gradient at the leading 

, edge of the suction surface implies a leading edge separation 
bubble. No evidence of leading edge separation was predicted 
by the code. The adverse pressure gradient over the rest of the 
suction surface is computed and the final vanishing adverse 
pressure gradient near 80 percent chord is also predicted with 
the code. The experimental measurements indicated a sepa
ration region near the trailing edge. Surface flow visualization 
tests using the chemical sublimation method showed, with a 
95 percent confidence level, a region of low shear stress at 45.1 
± 2 . 3 percent chord. 
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Fig. 5(a) Comparison of the computed and measured turbulence in
tensity on the suction surface: 19.7 percent chord 

Suction Surface Boundary Layers. Suction surface bound
ary layer profiles were measured by Zierke and Deutsch (1990) 
with a single component TSI laser-Doppler velocimeter (LDV) 
at 11 chord wise locations. Figure 4 shows the comparison of 
the predicted and experimental data for three of the chord 
locations. The three locations are at 19.7, 48.9, and 90.2 per
cent chord. Good agreement is achieved over most of the blade 
profile where the boundary layer remains attached. Both the 
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Fig. 5(c) Comparison of the computed and measured turbulence in
tensity on the suction surface: 90.3 percent chord 

free-stream velocities and the boundary layer profiles are pre
dicted accurately. 

The velocity profile is not accurately predicted in the sep
arated region. Liu et al. (1988) computed the same cascade 
test case, but at 5.0 deg incidence. They used the Baldwin-
Lomax (1978) turbulence model, which did not predict any 
flow separation, and the two-equation (k-e) model introduced 
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by Launder and Spalding (1974), which predicted flow sepa
ration at 90 percent chord. The present computations show 
too large a reverse flow, and there is subsequently not enough 
diffusion, thus resulting in the overall growth of the boundary 
layer being suppressed. The reason postulated for the failure 
of the turbulence model to predict separated flow is that the 
values of k, e, and thus /t, are excessively damped in the re
circulating region, as the turbulent Reynolds numbers, Re_,, and 
Re,, are too small in the reverse flow region. The eddy viscosity 
model based on k and e cannot account for the anisotropy of 
the turbulence due to streamline curvature in the separated 
region. 

The prediction of separation of the flow from the suction 
surface is in good agreement with the flow visualization meas
urements. The code computed the onset of separation to be 
at 50 percent chord, which agrees well with the 45.1 percent 
measured. 

The behavior of the turbulence quantities, such as the tur
bulent kinetic energy and dissipation on the suction surface, 
is of interest. The distribution of turbulent kinetic energy 
through the suction surface boundary layer at the three chord-
wise locations considered earlier is presented in Fig. 5. At 19.7 
percent chord the maximum turbulence is close to the wall. 
The boundary conditions at the solid wall are that k goes to 
zero. Along the blade surface the first grid point was always 
within y+ < 1.0 away from the wall. The maximum value for 
turbulent kinetic energy moves away from the wall as the 
boundary layer develops over the suction surface. Over the 
attached flow portion of the blade, the position of this max
imum coincides with the measured maximum turbulence in
tensity. In the separated flow region, the position of the 
maximum value of k is 30 percent closer to the wall than the 
measured maximum turbulence intensity. This is a possible 
explanation for the boundary layer growth in the separation 
bubble being underpredicted. The turbulence model is able to 
predict the increase of turbulent kinetic energy due to stream-
wise diffusion effects that take place as the boundary layer 
separates between 49.8 and 90.2 percent chord and the free-
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Fig. 7 Comparison of the computed and measured skin friction coef
ficient on the blade surface 

stream accelerates due to increased blockage. The free-stream 
turbulence intensity at the edge of the boundary layer is pre
dicted well for both the 19.7 and 49.8 percent chords, and 
overpredicted in the separation region. 

Pressure Surface Boundary Layers. Pressure surface 
boundary layer profiles were measured at 12 locations. Figure 
6 shows the comparison of the predicted and experimental data 
for the three chord locations on the pressure surface. The 
locations are at 20.5, 49.7, and 89.7 percent chord. Excellent 
agreement is achieved over the front portion of the blade. The 
analysis of the experimental data by Zierke and Deutsch (1990) 
showed that the boundary layer experiences transition from 
55.1 percent chord to 70.3 percent chord. The agreement at 
midchord is acceptable; however, the turbulence model seems 
to overpredict the transitional boundary layer. Close to the 
trailing edge where the boundary layer is fully turbulent, a 
good agreement is once again achieved. 

Prediction of Skin Friction. The comparison of the blade 
surface skin friction distribution is presented in Fig. 7. Tran
sition of the pressure surface boundary layer from laminar to 
turbulent flow is predicted by this technique. The onset of 
transition is predicted to be at 10 percent chord, which is early 
in comparison to the experimentally determined transition pro
cess. Transition seems to be complete by 30 percent chord; 
thus, the length of the transitional region is in agreement with 
that which is determined experimentally. The experimental 
points were determined by fitting a spline through the measured 
boundary layer profiles. The level of skin friction coefficient 
in the fully turbulent region is accurately predicted, as well as 

. the final increase at the trailing edge. Good agreement is 
achieved between the predicted and experimental skin friction 
coefficient on the suction surface of the blade. Shown on this 
figure is the separation point as determined by the flow vis
ualization technique, and the separation point as predicted by 
the code with good agreement. The levels of skin friction are 
very close to zero over most of the rear part of the blade. 

Leading and Trailing Edge Flows. A complete flowfield 
with velocity vector plot is presented in Fig. 8(c), and details 
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Fig. 8(c) Detail of trailing edge flow 

are shown for the leading edge (Fig. 8b) and trailing edge flows 
(Fig. 8c) . The separated flow region is clearly visible over the 
rear part of the suction surface. 

Even though the incidence angle was set at -1.5 deg at a 
distance of half a chord upstream of the cascade, the angle of 
attack at the leading edge is positive. This angle was locally 
determined to be equal to 5.5 deg, which is rather high. The 
code is able to capture the upstream influence of the cascade 
on the flow and in particular the effect on the stagnation 
streamline. Flow reversal is predicted around the rounded lead
ing edge from the stagnation point over to the suction surface. 
On the suction surface, the onset of a leading edge separation 
bubble is evident; however, as stated earlier, the code did not 
predict any flow reversal. 

The trailing edge flow region is most interesting from a 
microscopic viewpoint. Firstly, as is shown, the separated flow 
reattaches to the suction surface right at the trailing edge at 
99 percent chord. Thus, the flow leaves the trailing edge in the 
same direction from both surfaces. No unsteady trailing edge 

vortices are shed, as would be the case if the separation bubble 
were not to reattach. This leads to a steady solution compu
tationally. However, the code still needs to deal with the un
steady separated region, which has now moved into the free-
stream. Secondly, the trailing edge wake is immediately 
"washed out" by the flow in that region, and the only wake 
evident is that due to the detached separation region. The high 
shear generated by the flow differential from pressure to suc
tion side at the trailing edge is the cause of sudden decay of 
the trailing edge wake. This is analogous to a jet-wake flow, 
with the pressure side flow being the jet flow, and the suction 
side separation the wake flow. 

Wake Profiles. It should be remarked here that the ter
minology "wake" here refers to the separated region that 
reattaches downstream. The conventional wake has been 
"washed" out by the reverse flow in that region as mentioned 
earlier. LDV measurements of the near wakes were made at 6 
and 9.7 percent chord downstream of the trailing edge, while 
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Fig. 9 Comparison of computed and measured axial velocity distri
bution in the wake 

five-hole probe measurements of the far wake were made at 
31.7 percent chord downstream of the trailing edge. Figure 9 
shows the comparison between the prediction and experimen
tally measured data for the wake profile at the three meas
urement locations. Although the overall wake profile is not 
well predicted, some features are well simulated in this complex 
flow region where the separated flow and the wake interact. 
The amount of reverse flow at the wake center is captured, as 
well as the pressure side profile. The greatest discrepancy, on 
the suction side near the trailing edge, is due to the inability 
of the code and the turbulence model in particular to capture 
the growth of the separated boundary layer. 

More accurate predictions of the far wake are computed. 
The symmetry of the far wake as well as the trajectory of the 
wake centerline is captured, and the overall defect is predicted 
within engineering accuracy. 

The predicted loss coefficient, 0.084, for this profile com
pares within 10 percent of 0.094, which was determined from 
the experimental data. The tangential location of the wake is 

Table 1 
a 

(deg) 

- 1 . 5 
5.0 

a 
(deg) 

- 1 . 5 
5.0 

cL 
Experiment 

0.821 
0.952 

Computed 

0.846 
1.009 

Table 2 
CO 

Experiment 

0.094 
0.151 

Computed 

0.084 
0.139 

Percent error 

3.05 
5.99 

Percent error 

10.64 
7.95 
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Table 3 

{deg) 

- 1 . 5 
5.0 

&o (deg) 

Experiment 

14.1 
16.0 

Computed 

13.5 
14.4 

Percent error 

5.25 
10.13 

reasonably predicted. The wake centerline trajectory is cap
tured well, considering the complexity of the flow with intense 
mixing between the separated flow on the suction side and the 
pressure side boundary layer.' The far wake location is off by 
only 5 mm from the measured value. 

Double Circular Arc Cascade: Variable Incidence 
Study. Turning now to the overall prediction of cascade per
formance with the Navier-Stokes technique, the computation 
of the above test case was performed at various incidence 
angles. Zierke and Deutsch (1990) have tested the DC A cascade 
at - 8 . 5 , - 1.5, and 5.0 deg angles of incidence. From a = - 1.5 
to a = 5.0 deg, the CL versus a curve displays the classical 
behavior of an airfoil at increasing angles of attack. The lift 
coefficient for the high negative incidence case is surprisingly 
higher than the positive incidence case, which seems to suggest 
that the flowfield is significantly affected by the laminar sep
aration bubble that forms on the pressure surface at the leading 
edge. 

The code was used to predict the global flow parameters for 
-1.5 and 5.0 deg incidence. Table 1 shows the comparison 
between the lift coefficient determined from the experimentally 
measured blade surface pressure distribution and the computed 
pressure distribution. Over the incidence range considered, the 
accuracy of the prediction is within 6 percent of the measured 
values. However, the gradient of lift versus incidence is over-
predicted by 20 percent, which is due to small lift increase over 
the considered incidence range. 

Similarly, the loss predictions are acceptable for the two 
incidences. The gradient of loss versus incidence is better pre
dicted than the lift. The consistent underprediction of the loss 
coefficient is due to the inability of the turbulence model to 
capture the growth of the separation bubble accurately on the 
rear part of the suction surface. 

The errors in the prediction of the outlet deviation angle, 
as shown in Table 3, are comparable to the errors for the lift 
prediction. These errors are slightly higher, but the error on 
the amount of flow turning through the cascade is consistent 
with those for the lift prediction. 

Variation of Inlet-Free-Stream Turbulence Inten
sity. Having achieved confidence in the code, an attempt was 
made to understand the effect of inlet free-stream turbulence 
intensity on the cascade performance. A parametric study was 
carried out by varying the turbulence intensity level; the tur
bulence length scale was kept constant. At the high incidence 
angle case (a = 5.0 deg) the inlet free-stream turbulence inten
sity was increased to 4 and 8 percent, respectively. The effect 
of this increase on the blade loading was computationally stud
ied. Figure 10 shows the pressure distribution for varying tur
bulence intensity. Although the overall lift coefficient did not 
vary by more than 2 percent, an interesting result is evident 
in the increase of exit static pressure. This results in a decrease 
in the total pressure loss coefficient through the cascade of 14 
percent (o> = 0.119) for the 4 percent turbulence case and 18 
percent (co = 0.114) for the 8 percent turbulence case. The de
crease in total pressure loss coefficient that is computed has 
also been experimentally measured by Evans (1972). 

Figure 11 shows the effect of increasing turbulence intensity 
on the blade surface skin friction. Although the value of blade 
surface skin friction coefficient is increased for increasing tur
bulence levels, this merely indicates that the boundary layers 
are decreasing in thickness. The increase in turbulence from 2 
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Fig. 11 Effect of increasing turbulence intensity on the distribution of 
blade skin friction coefficient 

to 4 percent caused the suction surface layer to remain attached 
over the complete length of the blade. The 5.0 deg incidence 
case at 2 percent inlet turbulence intensity showed suction 
surface boundary layer separation at 55 percent chord, and 
this was experimentally determined by Deutsch and Zierke 
(1986b) to occur at 60 percent chord. This result is consistent 
with that reported by Schlichting and Das (1963). They showed 
that the influence of the increase in turbulence level decreased 
the loss coefficient substantially over the Reynolds number 
range of 0.5-5.0 x 105, with the major contribution to the de
crease in loss coefficient being the elimination of the separation 
of the suction surface boundary layer. 

On the pressure surface, the effect on the skin friction dis
tribution was most effective when the turbulence levels were 
increased from 2 to 4 percent. The increase in turbulence level 
from 4 to 8 percent decreased the boundary layers on both 
surfaces, and thus only a small decrease in the loss coefficient 
was computed. 
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Conclusion 
A new technique for computing viscous-incompressible 

flowfields is presented and validated for cascades. The present 
method permits computation on a regular grid instead of on 
a staggered grid and allows for the solution of the pressure 
and not the pressure correction. In most test cases, this pro
cedure showed better convergence behavior than the original 
pressure correction method. The method closely couples the 
velocity and pressure field, and thus does not suffer from 
pressure oscillations. 

For complex flow situations such as a separated compressor 
cascade, the code exhibits satisfactory convergence behavior. 

The global parameters such as pressure distribution, lift 
coefficient, and losses are well predicted within engineering 
accuracy. 

The agreement between the computed and measured bound
ary layer profiles for attached flows on both blade surfaces is 
very good. 

Separated flow predictions need to be further investigated, 
most probably with higher order models that take into account 
the streamline curvature and anisotropy of the turbulence in 
the separated region. 

Details of the leading edge flow and particularly the reat
tachment of the separated trailing edge flow on the suction 
surface have been resolved, which shed more light on these 
complex flow regions. 

The code has predicted the cascade performance over a mod
erate incidence range; however, the minimum loss or high 
negative incidence test case still needs to be computed. 

The effect of increasing the free-stream turbulence intensity 
has been investigated. At high positive incidence the flow sep
aration was inhibited when the turbulence intensity was in
creased resulting in a decrease in the total pressure loss 
coefficient. 

For flow over complex geometries with pressure gradients 
or separation, the minimum turbulence model that must be 
used is the low-Reynolds-number k-e model. Its ability to 
predict transition dependent on free-stream turbulence inten
sity is well known, and it was used in the present study to 
predict separated flow. 
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The paper by Hobson and Lakshminarayana introduces a 
new technique for handling the computational difficulties as
sociated with the assumption of incompressibility for the Na
vier-Stokes equations. From the point of view of the 
experimenter whose cascade data the authors attempt to match, 
however, the paper represents, first and foremost, an honest 
try at the calculation of this interesting and complex flowfield. 

Although for the most part the flowfield is adequately cap
tured, there are regions in which the computation could be 
improved. Transition is obviously one such region. We note 
here that the authors do not spend a great deal of space dis
cussing their transition model, and we believe that this is symp
tomatic of the simplicity and empiricism of current transition 
models. Certainly, such models are not nearly so sophisticated 
as current turbulence models. The sensitivity of the transition 
model to the free-stream turbulence intensity is particularly 
distressing. From the point of view of an experimentalist, there 
is every reason to measure the turbulence intensity at an inlet 

, plane a chord or so upstream of the blade row (which we 
measured as 0.18 percent) to provide an upstream boundary 
condition. There is no compelling reason to make the same 
measurement immediately upstream of the blade row. The 
authors used an inlet free-stream turbulence intensity of 2.0 
percent, which seems to be based on the value of 1.5 percent 
that we measured with a hot wire just outside a leading-edge 
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Conclusion 
A new technique for computing viscous-incompressible 

flowfields is presented and validated for cascades. The present 
method permits computation on a regular grid instead of on 
a staggered grid and allows for the solution of the pressure 
and not the pressure correction. In most test cases, this pro
cedure showed better convergence behavior than the original 
pressure correction method. The method closely couples the 
velocity and pressure field, and thus does not suffer from 
pressure oscillations. 

For complex flow situations such as a separated compressor 
cascade, the code exhibits satisfactory convergence behavior. 

The global parameters such as pressure distribution, lift 
coefficient, and losses are well predicted within engineering 
accuracy. 

The agreement between the computed and measured bound
ary layer profiles for attached flows on both blade surfaces is 
very good. 

Separated flow predictions need to be further investigated, 
most probably with higher order models that take into account 
the streamline curvature and anisotropy of the turbulence in 
the separated region. 

Details of the leading edge flow and particularly the reat
tachment of the separated trailing edge flow on the suction 
surface have been resolved, which shed more light on these 
complex flow regions. 

The code has predicted the cascade performance over a mod
erate incidence range; however, the minimum loss or high 
negative incidence test case still needs to be computed. 

The effect of increasing the free-stream turbulence intensity 
has been investigated. At high positive incidence the flow sep
aration was inhibited when the turbulence intensity was in
creased resulting in a decrease in the total pressure loss 
coefficient. 

For flow over complex geometries with pressure gradients 
or separation, the minimum turbulence model that must be 
used is the low-Reynolds-number k-e model. Its ability to 
predict transition dependent on free-stream turbulence inten
sity is well known, and it was used in the present study to 
predict separated flow. 
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however, the paper represents, first and foremost, an honest 
try at the calculation of this interesting and complex flowfield. 

Although for the most part the flowfield is adequately cap
tured, there are regions in which the computation could be 
improved. Transition is obviously one such region. We note 
here that the authors do not spend a great deal of space dis
cussing their transition model, and we believe that this is symp
tomatic of the simplicity and empiricism of current transition 
models. Certainly, such models are not nearly so sophisticated 
as current turbulence models. The sensitivity of the transition 
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distressing. From the point of view of an experimentalist, there 
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boundary layer. Evidently, their computations, especially their 
transition model, were quite sensitive to this value. Transition 
on the pressure surface is still not adequately predicted. From 
our experiment, we concluded that a very small separation 
"bubble" existed on this surface that causes at least a partial 
transition to turbulence. Clearly, research into the transition 
process and the subsequent development of transition models 
is very much needed. 

A second region in which the calculation could be improved 
is in the region of separated flow on the suction surface. In 
particular, it is not all apparent to us why the flow would 
choose to reattach at 99 percent chord. It seems to us that this 
reattachment is the reason that the predicted near-wake profiles 
deviate so much from the measured profiles on the suction 
side. Perhaps the authors would care to comment on this. 

The usefulness of the calculations is apparent both in the 
incidence angle parametric study and, most particularly, in the 
detail with which the incidence flow is captured. This improved 
resolution, above the experiment, makes it possible to deter
mine the actual incidence angle and in this way helps to explain 
the measured pressure profile. We look forward to increasingly 
sophisticated attempts, by the authors and others, to calculate 
these flow fields. 

Authors' Closure 

The authors would like to thank Drs. Zierke and Deutsch 
for their interesting comments. The low-Reynolds-number form 
of the two-equation turbulence model used accounts for the 
effect of free-stream turbulence intensity on transition. This 
model has been shown by Rodi and Scheuerer (1985) and 
Schmidt and Patankar (1988) to be sensitive to the level of 
inlet free-stream turbulence intensity. For boundary layer cal
culations they found that good predictions of transition could 

be made by correctly specifying inlet turbulence levels. How
ever, the dissipation levels had to be related to turbulent kinetic 
energy levels by a constant of proportionality, which in turn 
was dependent on the level of turbulence. Theauthors did not 
attempt to use this specification of the inlet turbulence, but 
rather used the turbulence model as given by Lam and Brem-
horst (1981). For inlet free-stream turbulence intensities of 2 
percent, transition, although not accurately, was predicted. 

The reattachment of the suction side boundary layer at 99 
percent chord was also a surprise to the authors. A possible 
explanation is that this is a steady-state solution of what is 
obviously an unsteady flow process. It would be interesting if 
this steady-state solution were now to be continued in an un
steady mode so that the stability of the flow at the trailing 
edge could be determined. The authors suspect that vortices 
are being shed from the trailing edge of the blade, which the 
present computations are not able to predict. The separation 
zone "washes out" anywhere from 10 to 30 percent chord 
length downstream of the trailing edge. The computation and 
measurements are consistent here. In a recent paper Schulz et 
al. (1990) observed, "The flow perceives the corner stall as a 
solid obstruction, which ends abruptly downstream of the blade 
trailing edge. Here the flows from both sides of the separated 
zone merge again." The authors believe that the same mech
anisms are applicable in this two-dimensional cascade flow. 
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horst (1981). For inlet free-stream turbulence intensities of 2 
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A Zonal Approach for Navier-
Stokes Computations of 
Compressible Cascade Flow Fields 
Using a TVD Finite Volume 
Method 

A new zonal approach for computation of compressible viscous flows in cascades 
has been developed. The two-dimensional, Reynolds-averaged Navier-Stokes equa
tions are discretized spatially by a cell-centered finite volume formulation. In order 
to make the present approach robust, the inviscid fluxes at cell interfaces are evaluated 
using a highly accurate TVD scheme based on the MUSCL-type approach with the 
Roe's approximate Riemann solver. The viscous fluxes are determined in a central 
differencing manner. To simplify the grid generation, a composite zonal grid system 
is adopted, in which the computational domain is divided into nonoverlapping zones, 
and structured grids are generated independently in each zone. The zonal boundary 
between two zones is uniquely defined by cell interfaces of one zone, which ensures 
the uniqueness of the zonal boundary. Communication from one zone to the other 
is accomplished by numerical fluxes across the zonal boundary. It should be noted 
that the complete conservation of the numerical fluxes across the zonal boundary 
can be satisfied by directly evaluating the numerical fluxes using the finite volume 
method and by ensuring the uniqueness of the zonal boundary. In order to dem
onstrate the versatility of the present zonal approach, numerical examples are pre
sented for viscous flows through a transonic turbine cascade. 

Introduction 
In recent years, many numerical schemes for the Navier-

Stokes simulation of compressible flows in cascades have been 
developed. In most of these schemes (for example, Chima, 
1985, 1987; Dawes, 1987; Davis et al., 1987; Kwon, 1988; 
Nakahashi et al., 1987; Norton et al., 1984; Schafer et al., 
1986; Weinberg et al., 1986), the inviscid terms, namely the 
convective and pressure terms, are discretized in central dif
ferencing manners where conventional numerical dissipation 
terms are explicitly added for stability. These schemes require 
fine tuning of numerical dissipation coefficients to achieve 
desirable resolution of boundary layers and shock waves. It is 
generally difficult to optimize the numerical dissipation coef
ficients, which impairs the accuracy and reliability of the 
schemes in predicting cascade performance. 

Highly accurate Total Variation Diminishing (TVD) schemes 
based on Riemann solvers have been developed for the Euler 
equations (see for example Chakravarthy and Osher, 1985; 
Harten, 1983; Yee and Harten, 1987). The TVD schemes have 
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nonoscillatory but sharp shock-capturing properties without 
any tuning of the numerical dissipation terms. Because of this 
robust nature of the TVD schemes, they have been used for 
a very wide class of external flow problems. In addition, the 
TVD schemes can also be extended for the evaluation of the 
inviscid terms of the Navier-Stokes equations (Chakravarthy 
et al., 1985). According to the studies on the application of 
the TVD schemes to the Navier-Stokes equations by van Leer 
et al. (1987), and Vatsa et al. (1987), it was found that built-
in numerical dissipation terms introduced by the highly ac
curate TVD schemes based on Riemann solvers automatically 
become small in boundary layers so as not to dominate the 
natural diffusion. For the cascade flow problems, Rai (1987) 
and Yamamoto et al. (1988) introduced the TVD formulations. 

In applications of numerical schemes to practical engineering 
problems, the use of a single-grid system causes difficulty in 
grid generation because of complex geometries. For example, 
in the case of turbine cascades with high stagger, it is difficult 
to generate a periodic C-type grid without skewness of the grid, 
because grid lines must be continuous at periodic boundaries. 
To avoid this difficulty, zonal approaches with the composite 
or overlaid grid system have been developed by several re
searchers. In the zonal approaches, a computational domain 
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is divided into zones, and grids are generated independently 
in each zone. The division of the computational domain in
troduces interfaces between the zones, which are referred to 
as the zonal boundaries. The most important point in the zonal 
approaches is on the treatment of the zonal boundaries. The 
following treatments have been proposed: the chimera scheme 
for interpolations on overlaid grids (Benek et al., 1985), Rai's 
scheme for a TVD finite difference formulation (Rai, 1984), 
a scheme based on characteristic boundary conditions (Bush, 
1985), and the FDM-FEM hybrid scheme (Nakahashi and 
Obayashi, 1987). Rai (1987) and Nakahashi et al. (1987) applied 
their zonal approaches to the Navier-Stokes computation of 
cascade flow fields. Only in Rai's scheme is the conservation 
of numerical fluxes across the zonal boundaries taken into 
account. However, the fluxes are evaluated by the finite dif
ference method in Rai's scheme, and so the flux conservation 
across the zonal boundaries is not exactly satisfied. 

In this paper, we propose a new zonal approach for the 
computation of compressible viscous flows in cascades, in which 
a highly accurate TVD, finite volume formulation with the 
composite zonal grid system is implemented in order to produce 
a Navier-Stokes solver with robustness and high accuracy for 
the prediction of cascade performance. The emphasis in this 
paper is on the treatment of the zonal boundary. In the present 
zonal approach, the zonal boundary is constructed of interfaces 
of computational cells, and communication from one zone to 
the other is accomplished by numerical fluxes across the zonal 
boundary. The complete conservation of the fluxes at the zonal 
boundary can be satisfied by directly evaluating the fluxes using 
the finite volume formulation and by ensuring the uniqueness 
of the zonal boundary between two zones. 

Finite Volume Formulation 
The two-dimensional, Reynolds-averaged Navier-Stokes 

equations are integrated over a computational cell. The inte
grated equations can be written in nondimensional form as 

3 f Qdn+\dnHdS=±laRdS (1) 
dt 

where the cell region is denoted by Q, the cell boundary by 90, 
and the distance along the boundary by S. In the above, Re 
denotes the Reynolds number, and Q, H, and R are the vectors 
of conserved variables, inviscid fluxes, and viscous fluxes, 
respectively, which are given by 

Q = 

p 
pu 
pv 
e 

H= 

pU 
puU+pnx 

pvU+priy 
. (e+p)U 

with 

R-

U=unx+vnv 

0 
^xx^x ' Txyfty 

fxnx+fyny _ (2) 

rxx = 'n(4ux-2vf)/3 

TXy = fl{Uy+Vx) 

Tyy = /J.(4Vy-2UX)/3 

(3) 

fx= UTXX+ VTxy+ (ti/Pr)(y- 1) V ) * 

fy = UTXy + VTyy + ( / i / P r ) ^ " 1 ) " ' (^ )y 

Here, p is the density, u and v are the velocity components in 
the x and y directions, respectively, e is the total energy per 
unit volume, p is the pressure, nx and ny are the x and y 
components of the unit vector outward normal to the cell 
boundary, y is the ratio of specific heats, and a is the sound 
speed. Using the molecular viscosity given by Sutherland's law, 
lii, the eddy viscosity, n,, the laminar Prandtl number, Pr/, and 
the turbulent Prandtl number, Pr,, ̂  and /*/Pr are expressed 
as 

H = ix, + n, (4) 

/i/Pr = /x,/Pr,+ /x(/Pr( (5) 

The algebraic turbulence model of Baldwin and Lomax (1978) 
is adopted to estimate the eddy viscosity, and the boundary 
layer transition is determined in accordance with the criterion 
of transition based on the Baldwin and Lomax model. In the 
present scheme, Pr, and Pr, are assumed to be constant. Only 
the perfect gas case will be considered, in which case the pres
sure and sound speed can be given by 

p=(y-l)[e-p(u2+v2)/2] (6) 

a2 = y(y-l)[e/p-(u2+v2)/2] (7) 

Using the cell-centered finite volume formulation with a 
quadrilateral structured cell system shown in Fig. 1, equation 
(1) is spatially discretized as 

j-t(Ai,jQu) 

= (SF)i. j_l/2+ (SF) / + 1 / 2 i j+ (SF),- y+1/2 + (SF),„1/2, j (8) 

where F= -H+R/Re, Au is the cell area, Qu is the vector 
of conserved variables averaged over the cell, subscript i 

a = 
A --
e = 
F --

H --
M = 
n -

P '-
Pr, = 
Pr, = 

Q = 
R = 

Re = 
5 = 

= sound speed 
= computational cell area 
= total energy per unit volume 
= flux vector consisting of in-

viscid and viscous fluxes 
= inviscid flux vector 
= Mach number 
= unit vector outward normal 

to cell interface 
= pressure 
= laminar Prandtl number 
= turbulent Prandtl number 
= vector of conserved variables 
= viscous flux vector 
= Reynolds number 
= flux limiter 

S 
u 

V 

W 

x,y 
J8 

7 
At 

K 

w 
ft 
p 

length of cell interface 
velocity component in x di
rection Subscripts 
velocity component in y di- 1 = 
rection 2 = 
interpolation coefficient, /, 1 = 
equation (23) /, j = 
coordinates 
flow angle relative to axial k, L = 
direction 
ratio of specific heats Superscripts 
time step (1) 
parameter in equation (9) (2) 
molecular viscosity n 
eddy viscosity + 
density -

inlet 
exit 
computational cell in zone 2 
computational cell in any 
zone 
computational cell in zone 1 

zone 1 
zone 2 
time level 
right state at cell interface 
left state at cell interface 
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Fig. 1 Computational cells 

•Z--1 i i+1 

Fig. 2 Projection stage 

+ 1/2, j denotes the cell interface between the cells (/, j) and 
(/+ 1, j), and S is the length of the cell interface. 

Evaluation of Inviscid Fluxes by TVD Scheme 
The inviscid flux vector H at each cell interface is computed 

by the following, highly accurate TVD scheme. The TVD 
scheme used is based on the MUSCL-type approach of an 
upwind scheme, which consists of a projection stage and an 
evolution stage (van Leer, 1985). 

Projection Stage. To raise the order of accuracy of the 
scheme, the cell-centered values of the conserved variables are 
extrapolated toward the cell interfaces according to piecewise 
distributions of conserved variables in each cell, as shown in 
Fig. 2. The projection with a differentiable limiter (Anderson 
et al., 1985) is used in the present scheme. For the projection 
in the / direction on the cell (/', J), the extrapolated conserved 
variables, Q~i+mj and QV1/2,/> are given by 

Qi (+i/2.y=G/.y+ J^[ (1-KS)A_ + (1 + J6S)A+] 

Q.- i /2 ,y=Qu-^ t ( l - KS)A+ + (1+/C5)A_] (9) 

where 

(A+)u=Qi+l,j-Qij , (A_),.y = Q w - Q , . 

s= (2A + A„+e)/[(A + )2 + (A_)2 + e] 

i, j (10) 

(11) 

with e=10~6 to prevent division by zero in regions of null 
gradients. In the above, s is the limiter, which is introduced 
to preserve the nonoscillatory nature of the scheme, that is, 
to avoid oscillations at discontinuities, such as shock waves. 
The parameter K determines the spatial accuracy: K= - 1 cor
responds to the second-order fully upwind scheme, and K = 
1/3 to the third-order upwind-biased scheme. For the numer
ical results presented in this paper, the third-order upwind-
biased scheme is used. The formulas similar to equation (9) 
hold for the projection in the j direction, and so it is found 
that the cell-centered, conserved variables at the cells adjacent 
to the cell considered are required for the projection. 

3+1 

3-1 

i-l i i+1 

Fig. 3 Evaluation of first-order derivatives 

Evolution Stage. The numerical inviscid flux vector 
Hj+ i/2j can be evaluated by solving the Riemann problem with 
the left and right states, Q~i+i/2,j and £>+;+i/2,y, at the cell 
interface. In the present approach, the upwind scheme based 
on the approximate Riemann solver of Roe (1981) is adopted, 
in which the inviscid flux is constructed as 

Hi + 1/2, j 

- ~ Vf(Qi+1/2. J> n '+1/2, y) + H(Qi+1/2, j ' n;+1/2, j) 

- \A (Qi+v2, Jy n,+1/2, j) I • (&+
+i/2, j , Qr+l/2, j)] (12) 

where 

r)ff 
A=— =RAR~\ \A\=R\A\R~l 

°Q 
(13) 

Here, n is the unit vector normal to the cell interface, A is the 
Jacobian matrix of H, and Q denotes the averaged variables 
computed by Roe's averaging. In addition, A is the diagonal 
matrix containing the eigenvalues of A, and R and R~l are 
the matrix of right eigenvectors and the matrix of left eigen
vectors, respectively. The matrices A, R, and R~l have been 
given by Chakravarthy (1986). 

Evaluation of Viscous Fluxes 
In order to construct the numerical viscous flux vector 

Ri+i/2j at the cell interfaces, it is necessary to evaluate first-
order derivatives of the velocity components and the sound 
speed. At the cell interface (z'+l/2, j) shown as the side SN 
in Fig. 3, using Green's theorem, the first-order derivatives 
can be evaluated in the following central differencing manner: 

(-) -
\dx/i+ 1/2, j 
/du\ 

(uEAyE + uNAyN + u wAy w + usAys) /A' 

+1/2, j 
= - (uEAxE+ uNAxN+ uwAxw+ usAxs)/A' 

(14) 

where 
uE=ui+\,j< Uw=Ujij 

uN= («,+1, j+1 + uu J+1 + uh j + K /+i, j)/4 

" S = ( « / + l , y + « / , y + M / , y _ l + M / + l , y - l ) / 4 

&XE = XNE-XSE , AyE=yNE-ysE (15) 

AXN=XNW~*NE , AyN=yNIV—yNE 

Axw=Xsw—xNW > Ayw=ysw~yN\v 

Axs = XgE—xsw , Ays=ySE—ysw 

In Fig. 3, the region denoted by NE, NW, SW, SE is an 
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o 
i , 2 

Fig. 4 Fictitious ceils 

auxiliary cell surrounding the cell interface (/+ 1/2, J), and A' 
in equation (14) denotes the area of the auxiliary cell. Using 
the first-order derivatives of the velocity components and the 
sound speed evaluated by the above formulas, the viscous 
fluxes are given by equations (2) and (3). 

Time Integration 
For simplicity, equation (8) can be written in the form 

(16) 

where Wrepresents the numerical flux vector consisting of the 
inviscid and viscous fluxes. A three-stage Runge-Kutta scheme 
(Jameson and Venkatakrishnan, 1985) is applied to integrate 
the above set of coupled ordinary differential equations in 
time. In this time-stepping scheme, the solution is advanced 
from time level n to n + 1 as 

Qm=Q" 

Qw = Qm + arAt-W(Qm) 

->(2)_ 

Q(3) = Q<°) + a^At-W(Qi2)) 

<3"+1 = Q(3) 

(17) 

with 

0^ = 0.21 , a2 = 0.5 , a3 = 1.0 

This scheme is second-order accurate in time for linear equa
tions. In the time stepping, the second terms on the right-hand 
side of equation (9) and the viscous fluxes are evaluated only 
at the first stage. In order to accelerate the convergence to 
steady-state solution, the variable time step determined by the 
bound on the Courant number is used. 

Boundary Conditions 
In the present approach, boundaries of a computational 

domain are constructed of cell interfaces, since the cell-centered 
finite volume formulation is used. Hence, the boundary con
ditions must be imposed by the fluxes through the boundaries. 
In order to evaluate the fluxes through the boundaries in the 
same way as the fluxes through the interior cell interfaces, 
fictitious cells are introduced just outside the boundaries, and 
the values of conserved variables corresponding to the bound
ary conditions are allocated to the fictitious cells. In addition, 
the shape of the fictitious cell is assumed to be the same as 
that of the adjacent interior cell. 

Solid Wall Boundary. For the inviscid fluxes, the momen
tum fluxes due to the pressure remain, but all the other inviscid 
fluxes vanish. The pressure at the solid wall is set equal to the 
cell-centered value of pressure at the interior cell adjacent to 
the wall. Using the fictitious cells shown by dashed lines in 
Fig. 4, the viscous fluxes at the wall are evaluated by applying 

Fig. 5 Zonal boundary treatment 

the same scheme as that applied to the interior cell interfaces. 
To satisfy the no-slip and adiabatic conditions, the cell-cen
tered values at the fictitious cells (i, 0) are specified as follows: 

ui, 0 — ~ W/, 1 > vi, 0 — ~ vi, 1 

Pi, o = Pi, i , e,, o = e,-, i (18) 

Inflow and Outflow Boundaries. The inviscid and viscous 
fluxes across the inflow and outflow boundaries are determined 
by the same scheme as that applied to the interior cell interfaces, 
using the fictitious cells. This boundary treatment prevents 
nonphysical reflections at the boundaries, because the inviscid 
fluxes are evaluated according to the approximate Riemann 
solver in which the signal propagation properties of the Euler 
equations are simulated. 

At the fictitious cells adjacent to the inflow boundary, the 
cell-centered, conserved variables are specified as 

p/pi = 1 

«/oi = M1 cos /3j 

y / a i^M] sin /^ 

e / ( p 1 « i ) = T " 1 ( T - l ) " 

(19) 

] + M?/2 
where M is the Mach number, (3 is the flow angle relative to 
the axial direction, and the subscript 1 indicates inlet condi
tions. 

At the fictitious cells adjacent to the outflow boundary, the 
pressure is prescribed, and the density and velocity components 
are set equal to the cell-centered values of those at the adjacent 
interior cells. 

Zonal Boundary Treatment 
In the present zonal approach, a computational domain is 

divided into nonoverlapping zones, and structured grids are 
independently generated in each zone. The division of com
putational domain introduces new boundaries referred to as 
"zonal boundaries." The emphasis in this paper is on the 
treatment of the zonal boundaries. 

Uniqueness of Zonal Boundary. Consider the composite 
zonal grid system shown in Fig. 5. If the zonal boundary is 
not straight, the independent generation of zonal grids causes 
overlap and clearance between two zones, which means that 
the two zonal boundaries defined in each zone do not coincide 
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Fig. 6 Interpolation for fictitious cells at zonal boundary 

spatially with each other. In order to avoid the fact, the com
mon zonal boundary between the two zones is defined by the 
boundary of one zone, zone 1 in Fig. 5. Consequently, for the 
cell (i, 1) of zone 2 in Fig. 5, the cell area must be evaluated 
by the polygon PfP^P^P^ BC rather than by the quad
rilateral ABCD, and the length of the cell side (/'- 1/2, 1) must 
be evaluated by the line segment CPffl rather than by the line 
segment CD. It should be noted that this uniqueness of the 
zonal boundary is important to the flux conservation across 
the zonal boundary. 

The cells adjacent to the zonal boundary, such as the cell 
(k, L) of zone 1 and the cell (/,1) of zone 2 in Fig. 5, will be 
referred to as "zonal cells" in the following. To treat the zonal 
cells in the same way as the interior cells, the fictitious cells 
are introduced just outside the zonal boundary. 

In viscid Fluxes at Zonal Boundary. In order to apply the 
projection defined by equation (9) to the zonal cells, it is 
necessary to find the cell-centered values of conserved variables 
at the fictitious cells adjacent to the zonal cells. At the fictitious 
cell {k, L+l) adjacent to the zonal cell (k, L) of zone 1 in 
Fig.5, the cell-centered value Qk\ + \ is estimated by interpo
lating the value at point / shown in Fig. 6 as follows: 

Qk, L+l — UNQI-I \ + IMQ?\)/(IM+1N) (20) 

where lM = IM and lN=IN. As shown in Fig. 6, the point / is 
defined as the intersection of the line segment MN and the 
extension from the cell center (k, L) toward the following 
direction: 

KI/IKII =(FE + GH)/IFE + GHI (21) 

In the above, the superscripts (1) and (2) represent the values 
at zone 1 and zone 2, respectively. The cell-centered values at 
the fictitious cells adjacent to the zonal cells of zone 2, such 
as at the fictitious cell (i, 0), are interpolated in the same 
manner. 

In the case of Fig. 5, the inviscid fluxes across the zonal 
boundary are evaluated by applying the evolution defined by 
equation (12) to the zonal cell interfaces of zone 1, because 
the zonal boundary is defined by the boundary of zone 1. For 
the evolution at an interface (k, L + 1/2) of a zonal cell (k, L), 
the left state at the interface, Q t / t + i/2. is given by the pro
jection in zone 1, but the right state, Q^(l'+i/2. is not known. 
The right states at the zonal cell interfaces of zone 2 adjacent 
to the cell {k, L), Qt-f, wi and Qt}fn, are given bythe pro
jections in zone 2, however. Therefore, using Q, 
Qt^i/2' Qt(L + \/2 can be estimated as 

(2) and 

2 ak,L+xA 
/ r / ( I > % . Q U I 
( l W l Sk+l,lA-l/i 

I 
k+2'l k+2,L+V2 

Fig. 7 Flux conservation at zonal boundary 

\lk, L + E^'^'Q^ (*) + m - l , 1/2 (22) 

where ( W k \ „ denotes the interpolation coefficient defined by 

(»1r1))« = / > M ) - 7 / S E ) i . + i/2 (23) 

Stli 
< 

(24) 

In the above, i0(k) denotes the index number of the zonal cell 
of zone 2 adjacent to the vertex Pj,1} of the zonal cell (k, L), 
i.e., i0(k) = i~ 1 in Fig. 5, m is the local number of the line 
segment P^P^lt in the cell (k, L), and Mk

x) is the total of 
number of line segments, i.e., Mk

l) = 2 for the cell (k, L) in 
Fig. 5. Consequently the application of the evolution to the 
left state Qk}

ll+U2 given by the projection in zone 1 and the 
right state Qk^+yl estimated by equation (22) yields the in-
viscid fluxes Hk

[\+l/2 across the zonal boundary. 

Viscous Fluxes at Zonal Boundary. The viscous fluxes 
across the zonal boundary, too, are evaluated at the zonal cell 
interfaces (k, L+l/2) of zone 1 in Fig. 5. The cell-centered 
values at the adjacent fictitious cells (k, L+l) are given by 
equation (20), and so the viscous fluxes R^L+VI can be de
termined by the same scheme as that applied to the interior 
cell interfaces. It should be noted that the introduction of the 
fictitious cells simplifies the evaluation of the inviscid and 
viscous fluxes at the zonal boundary. 

Flux Conservation Across Zonal Boundary. In Fig. 5, the 
numerical fluxes at the zonal cell interfaces {k, L + l / 2 ) of zone 
1. H ? L + I / 2 . which consist of the inviscid and viscous fluxes, 
are given according to the procedures described above. Hence, 
equation (8) can be applied to the zonal cells (k, L) of zone 
1. On the other hand, to apply equation (8) to the zonal cells 
(/, 1) of zone 2, the fluxes across the zonal cell interfaces (;', 
1/2), F^\/2, must be found. It should be noted that the con
servation of the fluxes has to be satisfied across the zonal 
boundary. In the present approach, the flux conservation across 
the zonal boundary is satisfied by interpolating F?\n in the 
following manner: As shown in Fig. 7, assuming that the fluxes 
known at the zonal cell interfaces (k, L+l/2) of zone 1, 
F^L+I/2, are constant along each interface, the value of 
'(SF)®\/2 is set equal to the shaded area shown in Fig. 7, that 

is, (SF)f'1/2 is evaluated as 

DO £ = ! , # ; DO m=l,M[[} 

/ = Table (1 '(£, m) 

(SF)X 
(2) 

(SF)I\ {Wk")„ •(SF)$i (25) 

DO END 

where Table(1)(£, m) gives the index number / of the zonal cell 
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Table 1 Computational conditions 

Fig. 8 Computational domain 

Fig. 9 Composite zonal grid 

of zone 2 adjacent to the line segment P^P^i in the zonal 
cell (k, L) of zone 1. 

Numerical Examples 
Numerical results are presented for two-dimensional flows 

through a transonic turbine cascade tested experimentally in 
four European wind tunnels (Sieverding, 1973; Lehthaus, 1978; 
Kiock et al., 1986). The computational domain and grid are 
shown in Figs. 8 and 9, respectively. A composite zonal grid 
system with a C-type grid is generated, in which the periodic 
boundaries are treated as the zonal boundaries, that is, in which 
the grid lines are discontinuous at the periodic boundaries. 
The total number of computational cells is 446 * 50, and the 
numbers of cells on the pressure and suction surfaces are 70 
and 120, respectively. The minimum grid spacing at the wall 
is 1 * 10 5 chord length. Computational conditions are sum
marized in Table 1, where the Reynolds number, Re2, is based 
on the chord length and the exit conditions. 

Density contours and blade surface pressure distributions 

Reynolds number 
Re2 

Inlet flow angle 
/3i 

Inlet Mach numbe 
.M, 

Isentropic exit 
Mach number M2IS 

Case 1 

7.8X 106 

30" 

0.268 

0.985 

Case 2 

9.OX 106 

30° 

0. 270 

1. 11 

Case 3 

8. OX 105 

30" 

0. 282 

1.34 

a) Density contours 

— Computation 
O Experiment 

). 3 
0. 0 0. 2 0. 8 0 . 4 0 . 6 

X / C 
(b) Blade surface pressure distribution 

Fig. 10 Computational results for Case 1 with the zonal grid 

computed by the present zonal approach are shown in Figs. 
10, 11, and 12 for Cases 1, 2, and 3, respectively, where the 
surface pressure distributions normalized by the inlet stag
nation pressure are compared with experimental results (Siev
erding, 1973; Lehthaus, 1978; Kiock et al., 1986). It is found 
that the fully conservative nature of the present approach per
mits the smooth transition of shock waves across the zonal 
boundaries.The appearance of the shock waves at the zonal 
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(a) Density contours (a) Density contours

boundaries caused no numerical instability in the present cal
culations, which results from the use of the TVD formulation
and the satisfaction of the complete flux conservation across
the zonal boundaries.The computed surface pressure distri
butions are in excellent agreement with the experimental results
except for a separation region on the suction surface near the
trailing edge for Case 3. Hence, the present zonal approach is
found to be a highly accurate formulation. The discrepancy
between the computational and experimental results in the
separation region for Case 3 may be due to the application for
the Baldwin-Lomax turbulence model to the separation region
and due to the unsteadiness caused by the separation.

Figure 13 is a Schlieren picture for Case 1 (Kiock et aI.,
1986), which shows shock waves at around 60 percent chord
and the trailing edge on the suction surface. These two shocks
are well captured in the computation using the present zonal
approach as shown in Fig. 10. The Navier-Stokes solver with
the highly accurate TVD, finite volume formulation has been
applied to the nonzonal grid shown in Fig. 14, which is a
conventional C-type grid with the periodic continuity of grid
lines. In this periodic C-type grid, the total number of com-
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0000 0
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O. 8

o

1. 0

O. 2

Fig. 13 Schlieren picture for Case 1 (Kiock et al., 1986)
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(b) Blade surface pressure distribution

Fig. 12 Computational results for Case 3 with the zonal grid
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Computational results for Case 2 with the zonal grid
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Fig. 14 Periodic C-type grid 

(a) Density contours 
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(b) Blade surface pressure distribution 

Fig. 15 Computational results for Case 1 with the periodic C-type grid 

Fig. 16 Velocity vectors in separation region for Case 3 with the zonal 
grid 

putational cells, the number of cells on the blade surface, and 
the minimum grid spacing at the wall are equal to those of the 
zonal grid shown in Fig. 9. Computational results for Case 1 
with the periodic C-type grid are shown in Fig. 15. In contrast 
to the results for the zonal grid, Fig. 10, the two shock waves 
on the suction surface are not captured, and a large discrepancy 
between the computational and experimental results exists in 
the suction surface pressure distribution. These are caused by 
skewness of the periodic C-type grid. 

The separation region for Case 3 is clearly shown by velocity 
vectors in Fig. 16. The transition of the separation region across 
the zonal boundary is found to be smooth. Figures 17(a) and 
11(b) show velocity vectors near a zonal boundary, which are 
computed with and without the uniqueness of the zonal bound
ary. Distortions of the solution exist near the zonal boundary 
without the uniqueness. It should be noted that the distortions 
of the solution are inhibited by ensuring the uniqueness of the 
zonal boundary. 

The computed and measured cascade performance is com
pared as a function of exit Mach number in Fig. 18. The 
computed performance is evaluated by transferring an inhomo-
geneous flow solution at the outflow boundary to a hypo
thetical state of homogeneous flow using the laws of 
conservation. Reasonable agreement exists between the com
puted and measured cascade performance. 

Concluding Remarks 
A new zonal approach for the computation of compressible 

viscous flows in cascades has been developed. In the present 
approach, a highly accurate TVD, finite volume formulation 
with a composite zonal grid system is implemented in order to 
produce a Navier-Stokes solver with robustness and high ac
curacy for the prediction of cascade performance. The inviscid 
fluxes at interfaces of computational cells are evaluated using 
the highly accurate TVD scheme based on the MUSCL-type 
approach with Roe's approximate Riemann solver, which 
makes the present approach robust. 

To simplify the generation of grids without skewness, a 
composite zonal grid system is adopted, where the zonal 
boundaries are constructed of cell interfaces, and communi
cation from one zone to the other is accomplished by numerical 
fluxes across the zonal boundaries. The complete conservation 
of the numerical fluxes at the zonal boundary can be satisfied 
by directly evaluating the fluxes using the finite volume for-
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(a) With uniqueness of zonal boundary 

(b) Without uniqueness of zonal boundary 

Fig. 17 Velocity vectors near zonal boundary for Case 1 

mulation and by ensuring the uniqueness of the zonal bound
ary. This complete conservation results in the highly accurate 
nature of the present zonal approach. In addition, it is easy 
to implement the present treatment of the zonal boundary 
owing to the introduction of the fictitious cells just outside the 
zonal boundary. 

Numerical examples have been presented for viscous flows 
through a transonic turbine cascade. In the present examples, 
a composite zonal grid system with a C-type grid is used, where 
the periodic boundaries are treated as the zonal boundaries. 
Further investigation is needed on optimization of zoning. 
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Design and Testing of a Controlled 
Diffusion Airfoil Cascade for 
Industrial Axial Flow Compressor 
Application 
Similar to jet engine development, modern design methods are used today to improve 
the performance of industrial compressors. In order to verify the loading limits, a 
cascade profile representative for the first rotor hub section of an industrial com
pressor has been designed by optimizing the suction surface velocity distribution 
using a direct boundary layer calculation method. The blade shape was computed 
with an inverse full potential code and the resulting cascade was tested in a cascade 
wind tunnel. The experimental results confirmed the design intent and resulted in 
a low loss coefficient of 1.8 percent at design condition and an incidence range of 
nearly 12 deg (4 percent loss level) at an inlet Mach number of 0.62. 

I Introduction 
Modern axial-flow compressors for industrial applications 

are characterized by the fact that they are always adapted to 
the specific requirements of the downstream process. While 
gas turbine compressors as a rule are operated along a per
formance curve, which follows the pattern of a throttle curve 
in the performance map, industrial compressors generally must 
permit large mass flow variations. Therefore, it is often found 
that industrial compressors have to operate at design points 
with variations between 65 and 110 percent of the design mass 
flow, at constant pressure ratio. At the same time, a compro
mise must be found between the highest possible efficiency 
and an economic pressure ratio per stage. 

The development of industrial axial-flow compressors from 
MAN GHH [1] therefore centers around the following main 
aspects: 

8 large variations in pressure ratio and flow volume for 
adaption to the process conditions 

• high efficiency for reducing energy costs 
• minimum size and maximized operational reliability 
To satisfy these requirements, the various blade rows of the 

compressor stages must be so designed as to provide the largest 
possible working range between choking and separation at 
highest possible inlet Mach number. While the low loss range 
decreases with rising Mach number, a lower Mach number 
means larger compressor units. Therefore, an acceptable com
promise has to be found between size and operating range. 
This leads to blading designs in a Mach number range where 
the influence of incidence on profile losses is comparatively 
low. 

Contributed by the International Gas Turbine Institute and presented at the 
35th International Gas Turbine and Aeroengine Congress and Exposition, Brus
sels, Belgium, June 11-14, 1990. Manuscript received by the International Gas 
Turbine Institute January 29, 1990. Paper No. 90-GT-140. 

Axial-flow compressors of this type therefore are still using 
profile configurations with a subsonic inlet flow over the full 
blade length, because any transonic inlet flow would cause 
additional losses in efficiency by shock waves and would nar
row the working range. 

Although a transonic design would reduce the unit size, it 
would still mean a lower efficiency, which cannot be tolerated 
in the present energy situation. 

On account of these conditions and in contrast to the design 
of gas turbine compressors, the stage pressure ratio to be se
lected is still comparatively low. Furthermore, low tip speeds 
are limiting the maximum volume that can pass through the 
compressor inlet. To achieve the greatest possible volumetric 
throughflow, a fixed size of the casing has to be chosen for 
reasons of cost. Therefore, industrial axial flow compressors 
are nowadays being built with a small hub/tip ratio around 
0.45. 

This, however, limits the maximum number of blades that 
can be arranged on the rotor hub. As a result, the pitch/chord 
ratios in the outer sections are relatively high so that an optimal 
flow through the blade rows is very difficult to achieve. For 
this reason the outer sections are designed with comparatively 
small deflections. If the stage is additionally designed for con
stant energy transfer over the blade length, the low tip speed 
and long blades will produce high aerodynamic blade loads 
on the hub. 

Since industrial axial-flow compressors must be able to cope 
with a wide working range, every effort is made to locate 
operating points very near to the surge line. Special controls 
have been developed for this, which allow the compressor to 
run along an operating line parallel to the surge line with a 
margin of approximately 8-10 percent. The blade strength must 
be sufficient to provide adequate safety against an occasional 
crossing of the surge line. On account of the three aspects 
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referred to above, i.e., large pitch/chord ratio, large profile 
thickness for reasons of strength, and high deflection, the 
profiles of the hub sections in industrial axial-flow compressors 
are subjected to the highest loads with respect to the diffusion 
factor. 

As part of ongoing optimization efforts of axial-flow com
pressors, a front stage has been developed with the aid of 
advanced design methods. Requirements to be satisfied by the 
blading were as follows: 

• higher stage pressure ratio in the front stage 
a improved off-design performance 
• higher efficiency 
To meet these requirements, the blade sections were to be 

designed by methods that permit controlled diffusion along 
the blade surfaces. These methods allow an optimization of 
suction and pressure side velocities in such a way that a bound
ary layer separation is avoided. 

II Cascade Design 
Transferred to the cascade design, the above requirements 

for the blading led to the following aspects: 
• high loading 
• large incidence range 
• separation-free profile boundary layers 
To meet these demands, modern design methods have to be 

used for the profile development to permit the velocity dis
tribution inside the blade passage to be prescribed. 

Besides the mode of solving the flow field equations (po
tential theory, Navier-Stokes), these methods can be subdi
vided into direct and inverse calculation methods. In the direct 
approach, the flow field is fully described by the specified 
cascade geometry and the flow conditions upstream and down
stream of the cascade. 

The inverse design method is based on the velocity distri
bution on the profile surfaces. These given data, the required 
pitch/chord ratio, and the inlet/exit flow conditions permit 
the associated flow channel to be defined (Fig. 1). The inverse 
design method requires multiple variations of the velocity dis
tribution until an acceptable profile geometry is obtained. 

The answer to the question as to which of the two methods— 
direct approach by specifying the geometry with subsequent 
variation, or inverse approach based on a given velocity dis
tribution—would be more suitable depends on the respective 
application. Where a completely new cascade design is to be 
developed, the inverse method is well suited if no experience 
is available with the cascade configuration. Unlike in the direct 
design practice, this permits a velocity distribution to be used 
in all iterations, which offers optimum properties as far as its 
boundary layer behavior is concerned. If, however, the profile 
geometry must be modified for reasons of strength, the direct 
method is the superior one. A typical example would be the 
leading edge radius, which is generally prescribed by a certain 
size. The direct methods are also required for determining the 
off-design performance. 

The design project under consideration used a combination 
of both methods. Within a research project of "Forschungs-
vereinigung Verbrennungskraftmaschinen e.V." (FVV) [2-5], 
an inverse and a direct calculation method for high inlet flow 
Mach numbers in the subsonic range were provided. 

Fig. 1 Calculated iso-Mach lines of MAN GHH 1-S1 cascade 

The inverse method was developed by E. Schmidt at Stuttgart 
University [6, 7]. It is used for calculating the steady com
pressible potential flow of a channel of unknown configura
tion. The velocity field is determined by solving the potential 
equation with finite differences, making full allowance for the 
change in type of differential equation (elliptical-hyperbolic). 
This approach permits the design of profiles with high subsonic 
inlet flow Mach numbers where local supersonic areas are 
formed on the profile surfaces. By prescribing an appropriate 
velocity distribution, compression shocks can be reduced in 
their effect or even be fully avoided. Allowance for the vari
ation of the axial velocity density ratio is made by the intro
duction of a variable thickness stream layer. A distinction is 
made in this regard between the blockage effect of the side 
walls and the downstream wake region. The final metal contour 
is determined by subtracting the displacement thickness from 
the channel contour determined by the potential method. For 
this purpose, the integral boundary layer method of McNally 
[8] is applied. The same method is used to optimize the pre
scribed velocity distribution required as input into the inverse 
method. The design under consideration was performed on a 
cylindrical stream surface. Meanwhile the method has been 
extended also to include axisymmetric stream surfaces with 
variable radii for both rotors and stators [9]. 

The direct calculation program is based on a flux-finite-
element method originally developed in 1978 by Lucchi and 
Schmidt [10]. This method was adapted to industrial use by 
"Deutsche Forschungsanstalt fur Luft und Raumfahrt e.V." 
(DLR) [2-5, 11], It predicts the cascade flow using potential 
flow theory together with the artificial density concept in super
sonic flow areas. It was extended by adding the abovemen-
tioned boundary layer and a mixing calculation in an iterative 
mode. The effect of the boundary layer on the flow field is 
determined by adding the calculated displacement thicknesses 
to the metal profile. The present version allows local supersonic 

Nomenclature 

c = chord length 
Hxl = boundary layer shape factor 

M = Mach number j3 = 
p = static pressure 
p, = total pressure (ls = 

t/c = pitch-to-chord ratio 
x = coordinate in chordwise direc- r) = 

tion 

flow angle with reference to 
circumferential direction 
stagger angle with reference to 
circumferential direction 
coordinate in circumferencial 
direction 

fi = 

total pressure loss coeffi
cient = (p(1 -Pa)/(Pn -Pi) 
axial velocity density ratio 
(AVDR) 

Subscripts 
1 = inlet plane 
2 = outlet plane 
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Fig. 2 Definition of cascade inlet and exit flow conditions 
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Fig. 3 Mach number distribution of design and direct calculation 
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Fig. 4 Shape factor development on suction side 

Fig. 5 Cross-sectional view of transonic cascade wind tunnel 

areas up to maximum. Mach numbers around M= 1.3 as well 
as weak compression shocks resulting from this. The AVDR 
influence is included in the calculation. The exit flow angle is 
determined iteratively by varying ft. until suction and pressure 
surface velocity distributions meet at the trailing edge. A cal
culated result of the design point of this cascade with the iso-
Mach lines is shown in Fig. 1. 

Design calculations of the first stage of the related test com
pressor have shown that the hub section was subject to the 
highest aerodynamic loading. The requirements for this section 
were as follows: 

Mi = 0.62 M2 = 0.45 ft = 120.0 deg 
ft =137 deg ft = 110.6 deg 
t/c = .68 Q = 1.1 

The definitions of the above data are presented in Fig. 2. 
Preliminary strength assessments of the required maximum 

profile thickness resulted in a value of 11 percent of the chord 
length. The initial velocity distribution was selected in such a 
way that the boundary layer was kept laminar as long as pos
sible in order to reduce the minimum loss level. Behind the 
transition point at about 40 percent of chord a decreasing 
velocity gradient ensured a separation free turbulent diffusion 
up to the trailing edge. Having adjusted the velocity distri
bution to the required circulation and profile thickness, the 
Mach number distribution of Fig. 3 was obtained. 

A precise determination of the profile contour may be prob
lematic in certain cases, due to the fact that the velocities of 
the profile surfaces are specified in advance and that the profile 
is to be determined from the geometric difference between two 

calculated periodic stream lines. The pronounced velocity gra
dients at the profile leading edge require a good adaption of 
the flow field in this area. Therefore in a recent program version 
the leading edge region is calculated by multiple grid refine
ment. Due to limited calculation time and storage capacity, 
the present design was performed using a simplified grid at 
the leading edge. The final geometry of the front section was 
then determined with the aid of the direct calculation program 
providing a leading edge radius for manufacturing. 

In the design process the optimization of the loading was 
performed by increasing the suction surface diffusion until the 
boundary layer calculation approached separation, which was 
checked by the shape factor Hn. Therefore the loading limits 
were not determined by conventional parameters (diffusion 
factor, de Haller number) rather than by the boundary layer 
behavior. Regarding the shape factor development, it is im
portant to notice that the boundary layer calculation using the 
inverse design velocity distribution was free from separation 
with a criterion selected as Hn>2.5. The direct-calculation, 
however, indicated a rise in the shape factor near the trailing 
edge (Fig. 4) to a value of 2.8, which is beyond the separation 
criterion. Even though both methods are using the same bound
ary layer code, the results are different. The reason for this is 
the different approach used in the calculation methods. In the 
design process starting with the inverse velocity distribution, 
the boundary layer displacement thickness is subtracted from 
the potential profile. The resulting profile, called the "metal 
profile," is used as input into the direct calculation. Due to 
the reduced rear thickness, the diffusion of this profile is higher, 
resulting in thicker boundary layers and higher shape factors. 
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Fig. 6 Side wall suction slots 

Fig. 7 Test section arrangement 

Fig. 8 Combined downstream probe 

In the present case the direct calculation therefore predicts 
suction surface separation near the trailing edge. 

After finishing the design process, it was not clear whether 
or not the profile was free from separation at the design point. 
For this reason, an experimental verification was carried out, 
which also provided the actual operating range of the cascade. 

Ill Facility and Measurement Technique 
The cascade wind tunnel is a continuously running facility 

operating in a closed loop driven by two radial flow com
pressors with a flow capacity of 10 m3/s each. One of these 
compressors is connected to the suction system, which is used 
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to reduce the upstream side wall boundary layer through pro
truding slots, to adjust the periodicity by controlling the outer 
passage pressure recovery, and to vary the axial velocity density 
ratio through slotted side walls. 

The pressure ratio of 4 renders a possible Mach number 
range from 0.2 to 1.4 and a variation of the axial velocity 
density ratio even at supersonic inlet velocities. The cascade 
span is 168 mm and the cascade height can be varied between 
150 mm and 450 mm. Figure 5 shows a cross section of the 
tunnel. The blades are mounted between Plexiglas windows in 
the rotatable side walls of 2-m diameter. The upper floor is 
fixed and carries a variable half nozzle. At the rear there is a 
slotted transonic floor connected to the suction system, which 
was closed in the present tests. The bottom floor can be moved 
horizontally and vertically to adjust the geometry of the bottom 
bypass passage. 

A probe traversing system is mounted in the downstream 
tunnel area and provides a rotation of the probes around the 
upstream probe head. The traversing is generally carried out 
at cascade midspan. 

For the test series seven blades of 70-mm chord length were 
installed in the wind tunnel. The fourth blade was equipped 
with 10 pressure taps on the suction side and the fifth with 10 
pressure taps on the pressure side in such a way that the flow 
in one blade passage could be recorded. The local surface Mach 
number was calculated using the upstream total pressure. In 
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order to vary the axial velocity density ratio, side wall slots 
were provided in the cascade passage as shown in Fig. 6. 

Inlet total pressure and temperature were measured in the 
settling chamber. In a plane half a gap axially upstream of the 
leading edges, the inlet static pressure was measured ahead of 
the center blades at one side wall. In the same plane the inlet 
flow angle was checked by three flow angle probes (Fig. 7). 

In a plane half a gap axially downstream of the trailing 
edges, the total pressure, static pressure, and flow angle dis
tribution were measured by moving a combined probe (Fig. 
8) stepwise over slightly more than one blade pitch at cascade 
midspan. 

The final data evaluation was carried out off-line on the 
central computer using the two-dimensional momentum 
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Fig. 19 Predicted and measured surface Mach numbers at +5 deg of 
incidence 
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Fig. 18 Predicted and measured surface Mach numbers at 4-4 deg of 
incidence 
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Fig. 20 Predicted and measured surface Mach numbers at 
incidence 
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method as described by Schimming and Starken [12]. In this 
method the downstream measured flow distributions are trans
ferred to uniform conditions by application of the continuity, 
energy, and two momentum equations. The final test data, 
therefore, include a mixing process downstream of the cascade 
resulting in small corrections of total pressure loss, static pres
sure rise, and exit flow angle. In this calculation no variation 
of the axial velocity density ratio between the measuring and 
the far downstream plane is considered. 

IV Test Results 

The test series were performed by varying the inlet Mach 
number at fixed inlet flow angles, keeping the AVDR as close 
as possible to the design value of Q = 1.10. Some of the resulting 
loss curves are shown in Figs. 9 and 10. Figure 9 presents the 
curves at positive and Fig. 10 the corresponding curves at design 
and negative incidences. 

These curves show the typical loss behavior with inlet Mach 
number of a compressor cascade. At positive incidences this 
is characterized by an overall loss rise at higher inlet flow 

angles, whereby the final steep loss rise is only slightly affected 
by /?,. Contrary to this, at negative incidences the final loss 
rise moves to lower inlet Mach numbers with decreasing inlet 
flow angle due to choking of the cascade. The highest Mach 
number range is achieved at /3( = 139 deg or 2 deg of incidence. 

More interesting, however, than these curves are the loss 
data plotted as a function of the inlet flow angle as presented 
in Fig. 11 with the inlet Mach number as independent parameter 
and for the design AVDR of fi = 1.1. The resulting curves show 
a large operating range of the cascade at the design inlet Mach 
number of M( = 0.62. If a 4 percent loss level is taken as limiting 
value, the range extends from /= +5.0 deg to i= - 6 . 5 deg. 
With increasing inlet Mach number, this operating range is, 
of course, considerably reduced mainly due to choking of the 
cascade, and the range is thereby shifted to higher incidences 
with a minimum loss level at /3i = 139 deg. The corresponding 
dependencies of the exit flow angle and the static pressure ratio 
of the cascade are shown in Figs. 12 and 13. Taking into 
account the measurement accuracy of the exit flow angle with 
±0.3 deg the agreement with the design values is excellent. 
For a complete valuation of these data the axial velocity density 
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Fig. 21 Predicted and measured surface Mach numbers at - 7 deg of 
incidence 
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Fig. 22 Total pressure loss distribution measured behind the cascade 

ratio (AVDR) influence also has to be considered. The cor
responding dependencies are shown in Figs. 14-16 for the 
design inlet flow condition. In the measured range no influence 
on the losses but, of course, on the exit flow angle and on the 
pressure ratio was observed. However, in the loss rise regions 
the losses depend also on Q. 

The favorable results of the low loss level at the design point 
is due to the extended laminar boundary layer on the suction 
surface combined with a separation-free turbulent recompres
sion. A comparison of the measured surface Mach numbers 
with the inviscid direct calculation (Fig. 17) shows very good 
agreement and confirms the design intent. Flow visualization 
by releasing ink through surface pressure taps showed a laminar 
separation bubble around 50 percent of chord and an un-
separated turbulent recompression on the suction side. 

This favorable behavior continues at positive incidences up 
to the point where the transition point on the suction surface 
moves upstream to the leading edge, which is, of course, related 
to the position of the maximum velocity point. This condition 
is reached around /3[ = 141 deg. The experimental and theo
retical velocity distribution at this point, as presented in Fig. 
18, are slightly different, but the suction surface distribution 
is very similar to that suggested by Walker [13] as an optimum 
distribution. Walker proposed a certain low-diffusion "un
stable laminar" region to generate natural transition followed 
by a high turbulent diffusion. The present data confirm this 
idea of an optimum velocity distribution with a maximum on 

loading at minimum losses. However, the drawback of this 
distribution is also quite obvious from Fig. 11. With an in
cidence increase of only one degree the loss coefficient rises 
by a factor of 2.5. Due to the suction peak at this inlet flow 
angle (Fig. 19), the transition point moves to the leading edge, 
causing turbulent separation near 60 percent of chord. The 
"Walker distribution" like that of Fig. 18 is therefore only 
useful if a profile is to be designed at maximum incidence 
condition and not, as usual, at the design operating point of 
the turbomachine. 

With increasing negative incidences the suction surface peak 
velocity around 45 percent of chord is rising considerably, 
leading to higher turbulent diffusion, thicker boundary layers, 
and, consequently, higher losses. Around - 4 deg of incidence 
sonic velocity is reached (Fig. 20) and at - 7 deg the cascade 
is very near to choking, which was measured at Mj = 0.63. In 
the latter case (Fig. 21) shock waves lead to boundary thick
ening and separation on the suction surface and therefore to 
a further loss rise. In Fig. 22 the measured wake traverses are 
shown at 0, - 4 , and - 7 deg of incidence and design inlet 
Mach number. The loss rise is clearly caused by separation on 
the suction side because the wake is extending to this side. The 
negative incidence range is therefore limited by suction surface 
separation just prior to choking of the cascade. This is identical 
to the loss behavior of supercritical cascades but different from 
subsonic ones, which are generally limited by pressure surface 
leading edge separation. There is a surprisingly good agreement 
between the measurement and the inviscid prediction in Fig. 
21, although the suction surface boundary layer is completely 
separated behind 50 percent of chord. This confirms the ob
servations in other cascade tests, especially high-speed ones, 
that profile separations are not necessarily connected with near 
constant pressures along the surfaces. The pressure rise within 
the separated area leads to considerable back flow from the 
trailing edge to the separation point, as has been visualized in 
other tests. The structure of the flow within the separated area 
is probably responsible for the different pressure distributions 
generated along the surfaces. 

V Conclusion 
By combining a boundary layer calculation with an inverse 

and a direct flow calculation method, a successful optimization 
of a compressor cascade blade section with regard to low losses 
and acceptable incidence range was achieved. The velocity 
distribution developed in this design resulted in a minimum 
loss coefficient of 1.8 percent, a positive incidence range of 5 
deg, and a negative incidence range of 6.5 deg (4 percent loss 
level) at an inlet Mach number of 0.62. 

The inviscid prediction of the surface Mach number distri
bution agrees very well with the experimental results at negative 
incidences even under separated conditions. At positive inci
dences some differences were observed. 

The experiments revealed a separation-free operation of the 
cascade at the design point and confirmed, therefore, the in
verse design velocity distribution, rather than the prediction 
that used the metal profile to calculate the boundary layer 
behavior and resulted in a rear separation. 
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A P P E N D I X 

Table 1 Profile coordinates of MAN GHH 1-S1 

Suction side Pressure side 
x y x y 

0.00417 
0.00490 
0.00572 
0.00787 
0.01938 
0.02919 
0.03929 
0.04910 
0.06161 
0.07421 
0.08672 
0.09913 
0.11163 
0.14295 
0.17426 
0.23678 
0.29919 
0.36170 
0.42431 
0.48680 
0.54929 
0.61168 
0.67426 
0.73674 
0.79922 
0.86160 
0.92287 
1.00044 

0.00157 
0.00459 
0.00605 
0.00857 
0.01838 
0.02479 
0.03051 
0.03558 
0.04158 
0.04723 
0.05255 
0.05757 
0.06237 
0.07346 
0.08335 
0.09986 
0.11229 
0.12045 
0.12372 
0.12075 
0.11249 
0.10105 
0.08663 
0.07003 
0.05164 
0.03288 
0.01438 

-0.00924 

0.00455 
0.00555 
0.00685 
0.01065 
0.01935 
0.02915 
0.03924 
0.04904 
0.06154 
0.07414 
0.08665 
0.09905 
0.11155 
0.14285 
0.17415 
0.23666 
0.29907 
0.36157 
0.42418 
0.48668 
0.54918 
0.61159 
0.67419 
0.73668 
0.79918 
0.86157 
0.92286 
1.00022 

-0.00155 
-0.00369 
-0.00526 
-0.00740 
-0.00875 
-0.00917 
-0.00949 
-0.00969 
-0.00975 
-0.00961 
-0.00931 
-0.00889 
-0.00834 
-0.00677 
-0.00440 
0.00140 
0.00728 
0.01240 
0.01691 
0.02062 
0.02329 
0.02444 
0.02379 
0.02099 
0.01607 
0.00844 

-0.00040 
-0.01424 
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Wake Measurements and Loss 
Evaluation in a Controlled Diffusion 
Compressor Cascade 
The results of two component laser-Doppler velocimeter (LDV) surveys made in 
the near wake (to one fifth chord) of a controlled diffusion (CD) compressor blade 
in a large-scale cascade wind tunnel are reported. The measurements were made at 
three positive incidence angles from near design to angles thought to approach stall. 
Comparisons were made with calibrated pressure probe and hot-wire wake meas
urements and good agreement was found. The flow was found to be fully attached 
at the trailing edge at all incidence angles and the wake profiles were found to be 
highly skewed. Despite the precision obtained in the wake velocity profiles, the blade 
loss could not be evaluated accurately without measurements of the pressure field. 
The blade trailing edge surface pressures and velocity profiles were found to be 
consistent with downstream pressure probe measurements of loss, allowing conclu
sions to be drawn concerning the design of the trailing edge. 

Introduction 
Controlled diffusion (CD) blading shapes were introduced 

into the design systems for axial compressors only a few years 
ago (Hobbs and Weingold, 1984). The CD blade contour, for 
a given inlet air angle, turning angle, solidity, and streamline 
contraction, is usually the result of an inviscid design process 
operated sequentially or interactively with surface boundary 
layer predictions. The resulting blade shape is one on which 
the suction-side boundary layer is predicted not to separate at 
design conditions (Sanger, 1983). The inviscid-plus-boundary 
layer design procedure results in shapes that can have signif
icant (but controllable) trailing edge thicknesses where a Kutta 
condition has been imposed (Hobbs and Weingold, 1984; Sanz, 
1988). The closing of the trailing edge shape, with a radius for 
example, is a matter of some judgment since a generalized 
model of a compressor blade base flow suitable for design 
purposes has not been established. The need for such modeling 
has previously stimulated both cascade (Hobbs et al., 1982) 
and large-scale trailing edge simulation studies (Patersen and 
Weingold, 1985; McCormick et al., 1988). However, the un
derstanding that can be obtained from single experiments on 
specific designs is necessarily limited and an assimilation of 
the information from a range of experiments could lead to 
much greater insight. It is in this spirit that the present results 
are reported. 

The present work began with an experimental program aimed 
at verifying an inviscid-plus-boundary layer method for de
signing CD compressor blading (Sanger, 1983). The compar
ison of experimental with design and predicted off-design 
performance of a particular CD cascade (hereafter referred to 

Contributed by the International Gas Turbine Institute and presented at the 
35th International Gas Turbine and Aeroengine Congress and Exposition, Brus
sels, Belgium, June 11-14, 1990, Manuscript received by the International Gas 
Turbine Institute February 7, 1990. Paper No. 90-GT-129. 

as the Sanger cascade) was reported (Sanger and Shreeve, 1986), 
and it was clear from the study that off-design and stalling 
behavior were not predicted adequately using boundary-layer 
codes. In order to provide detailed experimental data with 
which to assess existing and developing viscous codes, in par
ticular their ability to predict stall, a complete mapping of the 
flow through the cascade was made using a two-component 
laser-Doppler velocimeter (LDV) at design and two higher 
incidence angles (Elazar, 1988). Preliminary assessments made 
by Elazar of boundary layer (McNally, 1970), interactive 
boundary layer (Snir, 1988), and Navier-Stokes (Shamroth et 
al., 1984) code predictions showed that only the Navier-Stokes 
code gave reasonable results. It was also clear however, that 
transition modeling was critical in obtaining the good agree
ment. The experimental results for the boundary layer devel-

1 
Number of Test Blades = 20 

Number of Inlet Guide Vanes = 59 

V, 
Fig. 1 Schematic of the cascade wind tunnel 
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Fig. 2 Cascade geometry and measurement locations 

opment in the Sanger cascade with sufficient information to 
permit its use for preliminary code assessment purposes were 
given in an earlier paper (Elazar and Shreeve, 1990). A report 
containing all test results is to be issued (Shreeve and Elazar, 
1989). 

For code assessment, the Sanger cascade was found to pro
vide a unique test case. The surprising feature of the flow field 
was that the suction side boundary layer was found to remain 
completely attached at the trailing edge at incidence angles that 
were thought from the loss measurements to be "stalling." A 
leading edge separation bubble was observed to grow as the 
incidence was increased, but losses could reach four times the 
minimum loss for the cascade (Classick, 1989) without the 
appearance of any trailing edge separation (Murray, 1989). 
This contrasts significantly with the behavior of a double-
circular arc (DCA) compressor cascade, on which a similarly 
detailed mapping was made (Deutsch and Zierke, 1987, 1988; 
Zierke and Deutsch, 1990), wherein an unsteady separation 
occurred on the suction side at positive incidence angles. 

In view of the steady and attached flow found at the trailing 
edge of the Sanger cascade, LDV measurements made in the 
blade wake are again useful as a well-prescribed test case for 
viscous calculations. The point must be made, however, that 
the LDV technique gives accurate measurements only of the 
velocity field. As was stated earlier (Elazar and Shreeve, 1990), 
the loss coefficient for the cascade could not be evaluated 
accurately from LDV data alone, and the uncertainty intro
duced by an assumption as to the pressure field was comparable 
in magnitude to the loss itself. In order to assess completely 
the ability of emerging viscous codes to predict off-design 
behavior, and in particular the losses (Davis et al., 1988), it is 

desirable to have equally accurate measurements of the velocity 
field and the losses. 

Consequently, the present paper presents results of LDV 
measurements made in the wakes of the Sanger cascade at 
increasing incidence (Elazar, 1988), and relates them to cali
brated pressure probe (Dreon, 1986) and hot-wire probe (Bay-
dar, 1988) measurements. The values obtained for the loss 
coefficient and the recovery of the static pressure from the 
lower values measured on the blade trailing edge are analyzed 
and are shown to be consistent with the effect of wake mixing. 

Test Facility and Instrumentation 
The subsonic cascade wind tunnel and operating instru

mentation were as described by Sanger and Shreeve (1986). 
The configuration of the wind tunnel is shown in Fig. 1. The 
tests involved 20 test blades across a test section width of 1.524 
meters. The blade span was 25.4 cm. Inlet air angle was ad
justed by rotating the lower side walls and inlet guide vanes. 
The test blading was mounted to a rack, which translated to 
a new position as the angle was changed. At each angle the 
outlet end walls were adjusted so that the downstream wall 
static pressure was atmospheric and nearly uniform in the 
blade-to-blade direction. The guide vane position was selected 
such that the wall static pressure was nearly uniform in the 
blade-to-blade direction. An upstream blade-to-blade survey 
using a calibrated five-hole pressure probe verified near uni
formity of the flow over six blade passage widths. Examples 
of profiles showing the degree of uniformity and periodicity 
of the flow field are given by Sanger and Shreeve (1986) and 
Elazar and Shreeve (1990). It is important to note that the 59 
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velocity 
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Table 1 
blade coordinate defined in 
Table 1 
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Table 1 Blade coordinates, cascade geometry and nominal test con- 0.2 
ditions 
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inlet guide vanes, spaced only 2.54 cm apart, generated wakes 
that were well mixed and barely detectable just ahead of the 
test blades. The free-stream turbulence level was measured 
consistently to be 1.4 ± 0.7 percent. 

The geometry of the cascade and axial locations of blade-
to-blade surveys (made at midspan) are shown in Fig. 2. The 
geometry of the cascade is given in Table 1. 

Data presented herein are from three studies. LDV meas
urements were made by Elazar (1988) of the flow through the 
passage formed by blades 7 and 8 from the left-hand end in 
Fig. 1. The wake flow was measured behind blade 7 at stations 
E1-E4 in Fig. 2. 

The LDV velocity field measurements were referred to an 
upstream (uniform) inlet velocity derived from LDV surveys 
0.3 chord lengths "axially" upstream and plenum conditions 
at the time of the individual measurement (Elazar and Shreeve, 
1989). Details of the TSI two-component LDV system are given 
in the cited reference. 

Calibrated five-hole pressure probe measurements were made 
by Dreon (1986) in the wake of blade 10. Two United Sensor 
Corporation cylindrical probes (Model DA-125) were used at 
the stations labeled "upper traverse" and "lower traverse in 
Fig. 1. The "upper traverse" corresponds to Station D6 in 
Fig. 2. A United Sensor Corporation conical probe (Model 
DC-125) was used for wake surveys nearer to the blade, at 
stations D1-D5 shown in Fig. 2. The probes were calibrated 
(in a free jet) and used in a yaw-balanced mode (Dreon, 1986), 
establishing calibration surfaces for dimensionless velocity and 
pitch angle in terms of two pressure difference coefficients. A 
special yaw angle probe was also used to provide a reference 
for yaw angle measurements in the blade wakes. 

Single component hot-wire measurements were made by 
Baydar (1988) at stations B1-B3 in Fig. 2 in the near wake of 
blade 10. The hot wire was calibrated in situ using a Prandtl 
probe at the same blade-to-blade location, well outside the 
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Fig. 3 Boundary layers measured at the blade trailing edge 

wake, and with the two probe tips 2.54 cm on either side of 
the spanwise tunnel centerline. TSI anemometer (Model IFA-
100), digitizer (Model IFA-200), and software (DAP) were used 
with an IBM PC-AT computer. Details of the measurements 
are given by Baydar (1988). 

Results and Discussion 
LDV Measurements. The results of two-component LDV 

surveys made in the blade-to-blade direction at the axial station 
of the center of radius at the blade trailing edge are shown in 
Fig. 3. The figure shows the axial (u) and transverse (v) com
ponents of the mean velocity and the turbulence level on the 
pressure and suction sides of the blade trailing edge, at three 
inlet air angles (40, 43.4, and 46 deg). The velocity components 
are shown as a ratio of the (uniform) inlet velocity. The tur
bulence level is also referred to the inlet (rather than to the 
local "free-stream") velocity. The displacement scale (from 
top to bottom) covers half a blade space, so that the extent of 
the viscous layer in relation to the blade passage can be easily 
appreciated. At an air inlet angle of 46 deg the two viscous 
layers and metal thickness are seen to occupy 35 percent of 
the area at the trailing edge. 

It is interesting to note that there were significant differences 
in the behaviors of the boundary layers on the suction and 
pressure sides of the blade as incidence was increased (Elazar, 
1988). On the suction side, the boundary layer increased in 
thickness as incidence was increased, but the turbulence profile 
showed that the layer retained the characteristics of a fully 
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turbulent boundary layer. On the pressure side, at inlet air 
angles of 40 and 43.4 deg, the velocity profiles were very similar 
to each other in every respect. At 46 deg however, the boundary 
layer was discernibly thinner and the turbulence levels within 
the layer decreased. These differences have to do with how 
transition occurred on the two sides of the blade. On the suction 
side, transition occurred over a laminar separation bubble near 
the blade leading edge. While the bubble grew as incidence 
was increased, reattaching at 46 percent chord at an air inlet 
angle of 46 deg, the boundary layer downstream of reattach
ment appeared always to be fully turbulent. On the pressure 
side of the blade, transition occurred naturally within the 
boundary layer over a significant fraction of the chord. Toward 
the trailing edge, the outer flow was accelerated significantly. 
The differences in stagnation point location, transition location 
and length, and acceleration toward the trailing edge as the 
incidence angle was changed, resulted in a significantly reduced 
boundary layer thickness on the pressure side of the blade at 
the highest inlet air angle of 46 deg. 

The results of LDV surveys of the wake of the seventh blade 
are shown in Fig. 4. The surveys were made at distances 0.052c, 
0.072c, 0.135c, and 0.212c, or, equivalently 2.15d,e, 2.96d,e, 
5.56dte, and 8 .ldte (where dte is the diameter at the blade trailing 
edge), downstream of the center of curvature of the trailing 
edge. The mean velocity components and the turbulence levels 
are shown in the figure. 

It is first noted that the wake was, in general, highly asym
metric. The asymmetry was most pronounced at the station 
closest to the trailing edge, becoming less pronounced down
stream, as mixing occurred. Only at /3i = 40 deg, at the most 
downstream station (8.7 d,e). was the wake nearly symmetric. 
Reversed flow was measured at 2A5d,e at /3|=40 deg and 
fii = 43.4 deg, but not at /3] =46 deg. Mixing was most rapid 
at |3i = 40 deg. Figure 5 shows the variation in wake minimum 
velocity with distance downstream. It is interesting to note the 
differences that occurred at the three inlet flow angles. Since 
the pressure side boundary layers at the trailing edge were 
similar at fr = 40 deg and (3] =43.4 deg, it was possibly the 
thinner pressure side boundary layer at /3( = 46 deg that led to 
a shorter reverse flow region at the highest angle. 

The transverse velocity components approached ± 1 0 per
cent of the inlet velocity at the most upstream location (2.15dle) 
and became almost constant at the most downstream station 
(8.7rfre). The constant value of approximately 1 percent of the 
inlet velocity was consistent with the presence of a small de
viation angle. 

The distributions of turbulence level show the wake asym
metry most clearly. The turbulence level was considerably 
higher (reaching 15 percent at /Sj = 40 deg), in the area of the 
wake containing the pressure side boundary layer. The suction 
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side boundary layer generated turbulence in the wake of 8 
percent or less. 

Hot-Wire Measurements. Single component hot-wire meas
urements obtained by Baydar (1988) in the wake of the tenth 
blade are compared at corresponding axial stations with LDV 
measurements, made by Elazar (1988) in the wake of the sev
enth blade, in Fig. 6. In general, good agreement was obtained. 
Exceptional agreement was found in the mean velocity at 
fii =40 deg. At /3] = 46 deg, similar values of the minimum 
velocity were measured, but the hot wire showed the wake to 
be shifted slightly toward less deviation. Peak turbulence levels 
were in very good agreement at both p̂  = 40 deg and /3, = 46 
deg. However, the hot wire indicated somewhat higher tur
bulence levels than did the LDV in the region of the wake 
containing the suction-side boundary layer. No satisfactory 
explanation has been found for this difference. Since the hot 
wire could not be positioned with the equivalent accuracy that 
could be achieved with the LDV measurement volume, and 
since only the velocity magnitude could be obtained from the 
single wire, no further hot-wire measurements were made. 

Pressure Probe Measurements. Measurements were made 
with a calibrated five-hole conical pressure probe behind the 
tenth blade at one axial station at which LDV measurements 
were made behind the seventh blade; namely, 0.135c down-

Fig. 5 Wake minimum velocity from LDV measurements 

stream of the trailing edge center of radius. The measured 
velocity profiles are compared in Fig. 7 at p\ = 40 deg and 
/3, =43.4 deg. Truly excellent agreement was seen at /?i=40 
deg. At Pi = 46 deg, some disagreement was evident, with the 
LDV measurements showing a somewhat wider and deeper 
wake. Two reasons for disagreement can be considered. First, 
the conical pressure probe was 0.32 cm in diameter and hence 
could interfere with the flow being measured in the very near 
wake. Unfortunately optical windows could not be installed 
at the tenth blade where the probe measurements were made 
so this could not be examined. It was noted that at p̂  = 40 
deg, the wake was better mixed at the probe station, and 
interference might be less. Second, small differences might be 
present between the wakes of different blades at increased 
incidence angles. Since the wakes of the blades are developed 
from suction-side boundary layers, which develop downstream 
of growing separation bubbles, some differences are to be 
expected. Future experiments will examine this point more 
carefully. In general, the large number of test blades (20) cir
cumvents the problem of achieving flow periodicity in the test 
section. 

Wake velocity profiles measured by Dreon (1986) using the 
calibrated conical probe at five downstream stations and a 
calibrated cylindrical probe at the farthest downstream station 
are shown in Fig. 8 for /3j =40 deg and fit =43.4 deg. The path 
of the wake minimum velocity away from the suction surface 
is shown in Fig. 9, where LDV data near to the trailing edge 
are included. 

The total pressure profiles (the results of direct measurement 
of stagnation pressure at the tip of each probe) were quali
tatively similar to the velocity profiles. From the velocity, 
stagnation pressure, and stagnation temperature (measured in 
the wind tunnel plenum) all properties of the flow were cal
culated at each location in the survey. By integration over one 
blade passage, values were obtained for the mass-averaged loss 
coefficient (co, Sanger and Shreeve, 1986), the NASA diffusion 
factor (D), and the axial velocity-density ratio (AVDR) at each 
survey station. The results are shown in Fig. 10. Very consistent 
results are noted with the exception of the one data point 
indicated. The uncertainties in the quantities derived from the 
probe measurements can be judged from the following: The 
two cylindrical probes (at the most upstream and downstream 
traverse positions) were traversed across two blade spaces. The 
two probes were then interchanged and the traverses were 
repeated. The maximum variation in the properties derived 
from each blade space and each probe position (4 cases) was 
found to be 7.3 percent in the loss coefficient, 3.3 percent in 
the diffusion factor, and 0.67 percent in the AVDR. 

Static Pressure Recovery. The static pressure was obtained 
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from the calibrated pressure probe at each point in the survey. 
Compared with the velocity and stagnation pressure variation 
through the wake, the variation in the static pressure was small. 
An example of the indicated static pressure variation through 
the wake is shown for /3] = 43.4 deg in Fig. 11. 

The static pressure variation was associated with a flow angle 
variation, which is shown in Fig. 12. [The flow angle was 
derived from the nonintrusive LDV measurements. However, 
the qualitative behavior of the flow angle through the wake 
seen in Fig. 12 was confirmed by Dreon (1986) using a special 
flow angle probe designed for shear layers.] It is also noted 
that the static pressure level outside the wake increased pro
gressively, moving downstream of the trailing edge. 

The degree to which the pressure level changed downstream 
of the blading is illustrated in Fig. 13. On this figure are shown 
the pressures measured on the surfaces of the blading in relation 
to the static pressure measured by the probe at the upper 
traverse station nearly 1.8 chord lengths downstream (station 
D6 in Fig. 2). It is evident that the static pressure rise down
stream of the trailing edge was a very significant fraction (~ 30 
percent) of the overall pressure rise across the cascade. The 
accuracy of this somewhat surprising observation was imme
diately questioned. However, calculations of losses from the 
very detailed LDV measurements alone had not proved suc
cessful because it was found that the assumption of static 
pressure level determined the loss magnitude. 

The relationship of the static pressure rise and loss coefficient 
can be appreciated most easily by assuming the flow to be 
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Fig. 8 Wake velocity distributions from calibrated pressure probe 
measurements 

Fig. 9 Location of the wake minimum velocity from LDV and calibrated 
pressure probe measurements 
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incompressible and fully mixed out at station D6. Then, the 
pressure rise coefficient is given by: 
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n P2-P1 Pa-Pti Vip{V\-V\) . . . ... 
Cp2 = = = 1 - — 2 - 0 ) (1) 

V\ 

or 

^ = 1 - ( A V D R ) 2 ( c S | , - W (2) 

The mixing-out process from the trailing edge is illustrated 
in Fig. 14. One blade space is shown with boundary layer 
displacement thicknesses of 5* and 5^ on the suction and pres
sure sides, respectively. Conservation of momentum and mass 
for constant area axial flow gives 

so that 
VipV\ 

:- = 2 
ls-(dte + 8* + 8;) 

1 (3) 
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A = 2 
ka 
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Vcosft./ 

c c c 

(4) 

(5) 

(6) 

The following table gives the results of calculating cp2 using 
equation (4), using LDV measurements of 5* and 8P and probe 
measurements of AVDR and /32. The result is compared with 
the probe measurements of Cpi far downstream and Cpi eval
uated using equation 2: 

ft(deg) 

/32(deg) 

AVDR 

CO 

«;/c 

5 / / c 

dte/c 

k 

A 

From cylindrical 

probe, far 

downstream 

From LDV 

surveys 

From equation (6) 

From equation (5) 

40 

2 

1.065 

0.029 

0.0189 

0.0035 

0.025 

0.0474 

0.1146 

43.4 

2 

1.07 

0.042 

0.0286 

0.0027 

0.025 

0.0563 

0.1256 

CP2 

CPi 

Cpi 

Average of pressure and 

suction surface taps 0.224 0.263 

From equation (4) 

From probe 

From equation (2) 0.310 0.354 

0.339 

0.32-0.34 

0.389 

0.37-0.39 

Clearly the static pressure rise downstream of the trailing edge 
is consistent with the mixing of the boundary layers in the 
wake of the blade. 

The difficulty in evaluating the loss purely from LDV meas
urements of velocity can be seen by rewriting equation (1) as 

• \ % C -
Vi 

-p2- 1 [Cpte + A] (7) 

The LDV evaluates the first bracketed term (by integration in 
the nonuniform case) very accurately. However, the loss coef
ficient is a relatively small difference between the two much 
larger (bracketed) terms on the right-hand side. At any specific 
wake station, the value of A in the second term can be up to 
30 percent of the term itself. Thus a reasonable assumption as 
to the magnitude of A (as a percentage of its value) can easily 
lead to an error in co that is comparable in magnitude to its 
value. In contrast, the loss coefficient evaluated from the pres
sure probe measurements is the difference between weighted 
averages of measured stagnation pressure distributions. While 
the probe calibration for velocity enters into the calculation 
because the weighting factor is the local mass flux, the result 
depends to first order upon the direct measurement of stag
nation pressure. 

Thus it is argued that while LDV measurements are used 
widely to obtain velocity data for code verification purposes, 
viscous codes can not be validated using LDV data alone. 

Since an important function of the code is to predict the 
losses, accurate measurements of losses must also be made in 
the experiment. In the absence of such measurements, nu
merical losses generated by the code can easily be reconciled 
with the velocity data through a seemingly reasonable as
sumption as to the pressure field. 

Conclusions 
Measurements have been obtained of the flow and losses in 

a controlled diffusion compressor cascade that provide an 
unusual test case for viscous code calculations. Of significance 
to code validation are the following features found to be pres
ent as the inlet air angle was progressively increased: 

1 a laminar leading-edge separation, turbulent reattach
ment bubble on the suction side of the blade, with reattachment 
moving progressively downstream; 

2 natural transition on the pressure side of the blade; 
3 no further separation ahead of the trailing edge to angles 

at which losses exceeded four times the minimum for the cas
cade; 

4 a "simple" wake developing from fully attached bound
ary layers at the trailing edge. [It is noted that Baydar (1988) 
showed from a spectral analysis of the hot-wire signal that 
vortex-shedding was not present at 18! = 40, 46, and 48 deg. 
Vortex shedding was shown to occur at specific flow velocities 
at flow angles corresponding to negative incidence in earlier 
tests (Sanger and Shreeve, 1986).] 

In obtaining data to be used for the validation of viscous 
code predictions of losses, it is important to measure the pres
sure field and the velocity field with equal precision. 

The following were concluded in relation to blade design: 
1 The off-design performance of the Sanger cascade showed 

that trailing edge separation can be avoided by design and need 
not develop automatically as a result of increasing incidence. 
[The adverse gradient downstream of reattachment was found 
to decrease with increasing incidence while the suction under 
the separation intensified (Elazar and Shreeve, 1990).] While 
this is an attractive off-design characteristic, it might disappear 
if the separation bubble (which contributes to the losses) was 
eliminated or reduced by redesign. 

2 If the flow can be designed to remain attached to the 
trailing edge, the trailing edge geometry, in principle, can be 
shaped to maximize pressure recovery and minimize losses due 
to mixing. Better understanding of the near-wake region of a 
highly loaded cascade and further development of viscous com
putational ability are required for such an optimization. How
ever, it is clear even now that the thickness of the blade at the 
very trailing edge contributed a predictable increment to the 
losses. 
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The Effects of Wake Mixing on 
Compressor Aerodynamics 
A methodology based on wake mixing has been developed that enables more accurate 
predictions of compressor airfoil pressure distributions when the airfoil is operating 
downstream of an airfoil row that has strong wakes. The methodology has an impact 
on throughflow analysis, on airfoil-to-airfoil flow analysis, and on the interpretation 
of experimental data. It is demonstrated that the flow in the endwall region is 
particularly sensitive to mixing due to the strong wakes caused by the secondary 
flow and corner separation that commonly occur in this region. It is also demon
strated that wake mixing can have a strong impact on both airfoil incidence and 
deviation as well as on loading. Differences of up to 13 deg and 30 percent in loading 
are demonstrated. 

Introduction 
Axial compressor airfoils operate in an aerodynamic envi

ronment that is three-dimensional, compressible, viscous, and 
unsteady. In spite of this complexity, the analytical tools that 
designers typically have at their disposal are remarkably ac
curate, especially when one considers that most of these tools 
are two-dimensional, or quasi-three-dimensional at best. Fur
thermore, except for a few recent examples (e.g., Gundy-Burlet 
et al., 1989), these analytical tools are based on the assumption 
that the flow is steady. 

The unsteadiness of the flow in a compressor airfoil row is 
due to the airfoil moving through: (1) the potential fields of 
both the upstream and downstream airfoil rows, and (2) the 
wakes of the upstream rows. There is a wealth of data in the 
literature that documents the fact that these wakes can be both 
very deep and wide, especially at the relatively close axial 
spacings between airfoil rows common to modern compressor 
design. 

An example of such wakes can be seen in the total pressure 
data presented in Fig. 1 for the flows downstream of the sec
ond-stage rotor and stator of a large-scale, two-stage com
pressor (Fig. 2). This, and many additional data for this 
compressor are discussed in the following references: Dring et 
al. (1983), Dring and Joslyn (1986,1989), and Joslyn and Dring 
(1985). All the traverse and airfoil pressure distribution meas
urements in this compressor were made with long lengths of 
instrumentation tubing between the pressure port in the flow 
and the transducer. They are, therefore, viewed as being in
dicative of time-averaged results. These data are an extreme 
example of a highly distorted (nonaxisymmetric) flow. It is on 
the verge of rotating stall and is not representative of design 
practice. However, because of the severity of the wakes, it is 
a good test case for the methodology presented here. 

The impact that these nonaxisymmetries have on through-

a) ROTOR EXIT (ROTARY TOTAL PRESSURE) 
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Fig. 1 Second-stage rotor and stator exit total pressures at near-stall 
conditions, <A = 0.45 
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Fig. 2 Two-stage compressor geometry 

flow analysis has been examined by Dring and Oates (1990a, 
1990b). This work presented a mathematically rigorous meth
odology for specifying the input and for interpreting the output 
of an analysis of a highly nonaxisymmetric flow. The present 
work is an extension of this reasoning to the airfoil-to-airfoil 
flow analysis. 

The question to be addressed here is whether there is a 
reasonably accurate methodology that can be applied to cal
culate an airfoil pressure distribution when the flows entering 
and exiting the airfoil row are both nonuniform and unsteady. 
The discussion will be limited to two- (or quasi-three-) dimen
sional, steady, airfoil-to-airfoil flow predictions (e.g., Caspar 
et al., 1980). 

The approach to be followed in developing this methodology 
will be to examine the nature of a highly nonuniform flow in 
a compressor (Fig. 1) and the pressure distribution on an airfoil 
operating in this flow. It will be shown that the nonuniform 
flow can be related to an equivalent steady, uniform flow that 
results in a surprisingly accurate prediction of the airfoil pres
sure distribution. This equivalent condition is determined by 
performing a simple two-dimensional mixing calculation 
(Stewart, 1959) on the nonuniform inlet and exit flows. It is 
not assumed that the flow is actually fully mixed, only that 
the mixed-out flow is aerodynamically "equivalent" to the 
unmixed flow. It will be demonstrated that the mixing analysis 
can produce incidence and deviation angles that differ by as 
much as 13 deg from the "average" angles in the nonaxisym
metric flow. Furthermore, the mixing analysis can produce 
incident dynamic pressures (airfoil loadings), which differ by 
as much as 30 percent from the "average" dynamic pressure 
in the nonaxisymmetric flow. 

As an example, it will be demonstrated that the poor agree
ment between measured and computed pressure distributions 
that had previously been attributed to the effects of unstead
iness and hub corner separation could be greatly improved by 
using mixed-out information. 

As a separate issue, it will also be demonstrated that the 
throughflow analysis by Dring and Oates (1990a, 1990b) con
tains all of the information necessary to carry out the mixing 
calculation with a reasonable degree of accuracy. 

40 
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Fig. 3 First-stage stator exit at 5 percent span, relative pressures and 
flow angle at near-stall conditions, <j> = 0.45 (x = mixed, m = mass average, 
a = area average) 

Application of the Wake Mixing Process 
There are major departures from axisymmetry in turbo-

machinery flow due to the airfoil wakes. Figure 1 illustrates 
examples of such wakes in the flow downstream of the second 
stage rotor and stator of a large-scale, low-speed compressor 
(Fig. 2) operating at near-stall conditions (Dring and Joslyn, 
1986). These wakes appear as unsteadiness to the downstream 
rows because of the relative motion between them. They are 
due to the airfoil boundary layers, tip leakage, endwall sec
ondary flow, and corner separation. A number of previous 
works that either discuss, or show evidence of, corner sepa
ration are included in the References. 

Various flow quantities relative to the second-stage rotor at 
5 percent span (from the hub) were determined from a cir
cumferential traverse (in the absolute frame of reference) of 
the first-stage stator wake with the compressor operation at 
near-stall conditions (Fig. 3). The circumferential variations 
(in the stator frame of reference) of the relative inlet angle and 
the relative total and static pressures are shown. These spatial 
variations correspond to temporal variations in the flow in
cident on the second-stage rotor. The axial gap between the 
stator and the rotor was 29 percent of chord. The traverse data 

Bx 

C 
CP 

DCT 
P 

PTREL 
PS 

Nomenclature 

airfoil axial chord 
absolute flow speed 
pressure coefficient = 
(P-P,fi/Qum) 
defined in Eq. (15) 
pressure 
relative total pressure 
static pressure 
compressor inlet absolute 
total pressure 
dynamic pressure based on 
midspan wheel speed 

Subscripts 

u 
w 
X 
a 

0 

e 
p 
T 

4> 

= wheel speed 
= relative flow speed 
= axial coordinate 
= absolute flow angle from 

axial 
= relative flow angle from 

axial 
= circumferential distance 
= density 
= airfoil pitch 
= flow coefficient = 

(Cx/U,„) 

m = midspan 
x — axial component 
t = tangential component 
1 = airfoil incident quantities 

Superscripts 
— a = pitchwise area average 

- m = pitchwise mass average 
= mixed-out 
= defined in Eqs. (6) and (7) 

' = fluctuation from the den
sity average 
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in Fig. 3 were acquired at a location only 14 percent chord 
upstream of the rotor leading edge. The relative inlet angle 
varied by about 40 deg. The relative total pressure varied by 
about 60 percent of the average relative dynamic pressure. The 
static pressure varied by about 20 percent of the average relative 
dynamic pressure. 

If it is one's intent to predict the pressure distribution on a 
rotor operating in this highly nonuniform inflow, there is a 
need to develop a methodology for determining the steady inlet 
conditions, which are aerodynamically equivalent to the non
uniform inlet conditions shown in Fig. 3. The area and mass 
average (a&m) of the various quantities are shown in Fig. 3, 
but it is not clear that these averages have any physical sig
nificance in computing the airfoil pressure distribution. 

An equivalent steady inlet condition should have the same 
mass flow and the same axial and tangential momentum as 
the spatially varying inlet conditions. These requirements are 
precisely those of a two-dimensional mixing process (Stewart, 
1959). In the analysis it will be assumed: (1) that the stream 
tube height is constant during mixing (i.e., a purely two-di
mensional mixing process), (2) that the mixing occurs at a fixed 
radius, and (3) that the radial component of velocity has a 
negligible role in the mixing process. It is important to realize 
that mixing is only being used to evaluate an equivalent uniform 
flow condition at the measurement plane. It is not being as
sumed that mixing is actually occurring in the flow. Hence 
assumptions (1) and (2) are valid even for a flowpath where 
the stream surface radius is varying strongly. 

For incompressible flow such a mixing process is expressed 
as follows: 

1.0 

Conservation of mass 

Cx" = const 

Conservation of axial momentum 

P~° + (p-C;" 'C7 '") = const 

Conservation of tangential momentum 

C-"-C;m = const 

(1) 

(2) 

(3) 

This shows that the angles based on C;° and on C~,m or 
W~,m are constant during the mixing process. These are the 
mixed-out absolute and relative flow angles: 

a = arctan(Crm/C^ f l) (4) 

/3 = arctan(ffy"7C7'7) (5) 

It will be demonstrated that, in spite of the fact that the 
flow incident on compressor airfoils is very unsteady (i.e., very 
nonuniform) due to the passing wakes of upstream airfoils, 
the mixed-out flow angles produce an accurate prediction of 
the time-averaged airfoil pressure distribution. It is important 
to remember that it is not being assumed that the wakes are 
actually mixed out, only that the mixed condition is an ' 'equiv
alent" steady condition. The mixed-out relative flow angle has 
been indicated by the AT in Fig. 3. It is 4.7 deg greater than the 
mass-averaged angle, i.e., a more positive incidence. 

The results of using both the mass-averaged and the mixed-
out relative flow angles in the flow aft of the first stator (Fig. 
3) for the prediction of the pressure distribution of the second 
stage rotor at 3.2 percent span are shown in Fig. 4. The mass-
averaged relative inlet angle 03"'") was used in Fig. 4(a) and 
the mixed-out angle 0) was used in Fig. 4(b). The 4.7 deg 
change toward a more positive incidence has had a powerful 
impact on the computed (Caspar et al., 1980) pressure distri
bution. At this 3.2 percent span location the rotor was oper
ating in the unsteady inflow environment of the first-stage 
stator exit at a radial location close to the 5 percent span 
location (Fig. 3). Recall also that this nonuniform flow was 
at a location only 14 percent chord upstream of the rotor. 
Parenthetically, although the stream tube height is constant in 
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Fig. 4 Second-stage rotor pressure distribution at 3.2 percent span at 
near-stall conditions, <A = 0.45 

the mixing process, it does change across the airfoil row from 
inlet to exit. This height ratio was based on the change in 
measured area-averaged axial velocity (which is conserved in 
mixing) across the row. 

Not only has the inlet flow angle been changed between Figs. 
4(a) and 4(b), but the inlet dynamic and static pressures (Q\ 
and PI) have also been changed. This has resulted in a shift 
in the measured data (the symbols), which can be seen most 
clearly at the suction surface data point at 40 percent chord. 
The data in Fig. 4(a) were plotted based on the mass-averaged 
inlet relative total pressure and the area-averaged inlet static 
pressure (see Fig. 3). The data in Fig. 4(b) were plotted based 
on the mixed-out inlet relative total pressure and the mixed-
out inlet static pressure (see Fig. 3). This difference in incident 
relative dynamic pressure amounted to an apparent 16 percent 
increase in the airfoil loading, i.e., a 16 percent reduction in 
the rotor inlet relative dynamic pressure. Thus, in addition to 
the 4.7 deg change in incidence, the 16 percent reduction in 
loading also improved the agreement between the measured 
and computed results. 

In the absence of radial transport, basing the inlet and exit 
.conditions on mixed-out quantities will cause the axial and 
tangential components of force on the airfoil to equal the 
changes in the axial and tangential components of momentum. 
Only the mixed-out quantities give this balance and in the 
present example (Fig. 4) this amounted to a 16 percent error 
in airfoil loading (tangential force). 

A comparison of the measured tangential force on the rotor 
with the measured change in the flux of tangential momentum 
from inlet to exit indicated that the two values were within 9 
percent of each other at the 3.2 percent span location. This 
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Fig. 5 Second-stage stator exit pressures at near-stall conditions, 
0 = 0.45 

difference is due in part to measurement error but primarily 
to radial transport between the inlet and exit measuring stations 
(Stations 3 and 4, Fig. 2). The tangential force on the airfoil 
is about 9 percent less than the change in the flux of tangential 
momentum. This difference can be seen in Fig. 4(b) in that 
the area within the computed curve is somewhat greater than 
the area within the measured data points. This issue of an 
imbalance between airfoil force and flow momentum due to 
radial transport will be mentioned again below in regard to 
the second stator (where the imbalance is on the order of 100 
percent). 

Prior to this examination of mixing, the poor agreement 
between the measured and computed results in Fig. 4(a) had 
been attributed to unsteadiness and to the presence of hub 
corner separation on the rotor (Dring and Joslyn, 1986). The 
S on the CP = 0 axis indicates the start of the hub corner 
separation (as indicated by surface flow visualization). How
ever, as shown in Fig. 4(b), in spite of the unsteadiness and 
the hub corner separation, a much improved prediction was 
achieved using the mixed-out inlet flow data. 

The mixed-out quantities produce a more accurate prediction 
of the pressure distribution because they relate the distorted 
flow (Fig. 3) to an equivalent steady undistorted flow having 
the same axial and tangential momentum. Since two-dimen
sional mixing conserves mass flow, and axial and tangential 
momentum, the mixing process does not affect either AVDR 
or the axial and tangential forces acting on the airfoil. 

Differences in incidence and deviation as large as 13 deg and 
differences in inlet dynamic pressure as large as 30 percent due 
to wake mixing will be demonstrated below. 

Effect of Wake Mixing on Pressure 
Now that it has been demonstrated that mixing can have an 

important impact on airfoil flow analysis, let us examine the 
magnitude of this impact at other locations in the compressor 
and at other flow conditions. First we will examine its effect 
on pressure. The second-stage stator produced the most se
verely distorted flow in the compressor (Fig. lb). The span wise 
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Fig. 6 Second stage stator exit pressures at nominal design conditions, 
4 = 0.51 

distributions of the area- and mass-averaged pressures, as well 
as the mixed-out pressures, are shown in Fig. 5 for the near-
stall condition. 

Since the traverse data were acquired relatively close to the 
stator (15 percent of chord aft) there was a strong pitchwise 
variation in the static pressure. This variation is indicated by 
the cross-hatched band in Fig. 5. 

The pitchwise variation of the static pressure was also meas
ured on the flowpath hub and tip at the traverse plane aft of 
the second stator (Station 5). These bands and their area av
erages are shown in Fig. 5 at 0 and 100 percent span (the hub 
and tip). Similar hub and tip static pressure measurements one 
chord further downstream (at Station 6) showed practically 
no pitchwise variation, but they were at a considerably higher 
level, especially at the hub. 

It is noteworthy that both the band of static pressure at the 
traverse plane (Station 5) and the area average correspond very 
closely to those measured on the flowpath hub and tip. Fur
thermore, the higher level of the mixed-out static pressure 
corresponds very closely to the flowpath data at Station 6, 
especially at the hub. It is gratifying to see that such a com
plicated flow can be described with such a simple model. 

It can also be seen that the mixing process has a powerful 
impact on the absolute and relative total pressures. In partic
ular , at 15 percent span the mixed-out relative dynamic pressure 
is 30 percent smaller than that based on the mass-averaged 
relative total pressure and the area-averaged static pressure. 
This would have a strong influence on the interpretation of 
the pressure distribution (i.e., airfoil loading) measured on a 
third-stage rotor at this span location. 

These effects are not limited to very highly loaded, near-
stall conditions. It is shown in Fig. 6 that while the effects are 
weaker at nominal design conditions, they are still quite strong. 
In particular, at 5 percent span the mixed-out relative dynamic 
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Fig. 7 Second-stage stator exit flow angles at nominal design condi
tions, (> = 0.51 

pressure is 25 percent smaller than that based on the mass-
averaged relative total pressure and the area-averaged static 
pressure. Corner separation is present on this stator even at 
the nominal design condition (Joslyn and Dring, 1985). 

Effects of Wake Mixing on Flow Angles 
The impact of mixing on the absolute and relative flow angles 

aft of the second stator at the nominal design condition is 
shown in Fig. 7. It can be seen that even at these more benign 
conditions mixing produces incidence and deviation angle pro
files that differ from the mass-averaged profiles by as much 
as 8 deg near the hub. 

An additional flow angle definition is included in this and 
in the following figures. This is the flow angle employed in 
throughflow analysis (Dring and Oates, 1990a, 1990b). It is 
based on the density- (or area-) averaged velocity components. 
The reason for this is that these are the averaged velocity 
components that naturally arise in a throughflow analysis 
(Hirsch and Warzee, 1979): 

a = arctan(Cy7C~ a) (6) 

,3 = arctan(H-7 a /C ;n (7) 
The angles needed for throughflow analysis (a and ft) and the 
mixed-out flow angles (a and ft) are related to each other as 
follows: 

tan(S) = tan(&) + [(C/ • Ciya/(C^f] (8) 

tan(j3) = tan(j3) + [(W>, • C'x)~
a/{C~f ] (9) 

The primed quantities are the variations from the density av
erage. However, since the flow being considered here is nearly 
incompressible, the density and area average are very nearly 
equal. Accordingly, the primed quantities will be based on area 
averages: 

c;=(Q-c-a) (io) 
c/ = (c,-crfl) (ii) 
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Fig. 8 First-stage stator exit flow angles at near-stall conditions, <t> = 0.45 

W;={Wt-W7") (12) 

and since 

W, = C,-U (13) 

then, 

w; = c; (14) 
It is fortunate that both of these angles (a and ft, as well as 

a and $) can be calculated in the throughflow analysis. Spe
cifically, the throughflow analysis for nonaxisymmetric flow 
by Dring and Oates (1990a, 1990b) contains a parameter that 
accounts for the difference between the area and mass' averages 
of the tangential velocity. This parameter is defined as follows 
(assuming that area and density averages are equal): 

vcT={c;a-c;m)/um (15) 
This parameter is not directly input to the throughflow anal

ysis. Rather, it is calculated from other input data. From the 
throughflow calculation the following information is available 
(either as input data, or as a computed results): a, ft, DCT, 
and (Cx"/Um). with this information the following relation
ships can be evaluated: 

tan(S) = tan(S) - [DCT/(C~7t/m)] (16) 

tan(ft = tan(j8) - [DCT/(C~a/U„,)] (17) 

Thus it is possible, with no additional information, for the 
throughflow analysis of Dring and Oates (1990a, 1990b) to 
compute the angles that are needed for the airfoil flow analysis, 
a and ft. In fact, there is no need for a and ft. The throughflow 
analysis could be carried out using 5 and ft as input and then 
calculating the angles needed to relate the density-averaged 
velocity components (a and ft). 

It is also possible to calculate the mixed-out dynamic pressure 
from the throughflow analysis of Dring and Oates (1990a, 
1990b). The throughflow calculation provides both C^" and 
W^,". Wt

m can be calculated from Eq. (15). These then give 
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Fig. 9 Second-stage rotor exit flow angles at near-stall conditions, 
4> = 0.45 

the mixed-out dynamic pressure (the radial velocity component 
usually being relatively small): 

Q~ f =l/2-p-( [C x -°] 2 +[^r m ] 2 ) (18) 

The calculation of the mixed-out total and static pressures 
requires some approximation. This will be discussed below in 
connection with Fig. 10. 

The spanwise distributions of the flow angles at the near-
stall flow condition downstream of the first-stage stator (Sta
tion 3) and downstream of the second-stage rotor and stator 
(Stations 4 and 5) are shown in Figs. 8, 9, and 10. At the first 
stator exit, the 5 deg difference between the mixed-out and 
mass-averaged relative flow angles shown in Fig. 3 corresponds 
to the results plotted in Fig. 8 at 5 percent span. Notice that 
there is also a 5 deg difference in the first stator absolute exit 
angle. These differences decrease dramatically toward midspan 
as the influence of the first-stage stator hub corner separation 
diminishes. 

The second-stage rotor and stator exit angle profiles at the 
near-stall condition are plotted in Figs. 9 and 10. These are 
the same conditions as those for the total pressure contour 
data shown in Fig. 1. Although the trends are the same, the 
magnitudes of the angle differences aft of the rotor (Fig. 9) 
are much smaller than those aft of the stators (Figs. 8 and 10). 
Hence, the effect of wake mixing at the inlet to the second 
stator is relatively weak (Aa<2 deg). 

The largest angle differences are those aft of the second-
stage stator (Fig. 10). These second stator exit conditions cor
respond to those for the pressure data shown in Fig. 5. The 
magnitude of the difference between the various angle defi
nitions for both the absolute flow angle (deviation) and the 
relative flow angle (incidence) is about 13 deg. Here again, the 
magnitude of the difference decreases toward midspan as the 
effect of the second stator hub corner separation diminishes. 

Had there been a third-stage rotor on the compressor it 
would have been very strongly impacted by the effects of mix
ing. Near the 15 percent span location, both the 10 deg dif-
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Fig. 10 Second-stage stator exit flow angles at near-stall conditions, 
0 = 0.45 

Table 1 Second stator exit at 5 percent span and near-stall conditions 

Quantity 

Qra/um 

Q-mAJm 

CfVUm 

C,-7Um 
w,-»/um 

Arctan(Cf 7 Q -
Arctan(Cf*7Q 

Qj 

CPS"a 

CPS 

CPTREL 

Exact 

0.300 
0.431 
0.121 
0.204 

-0.696 
a) 22.0° 
-m) 25.3° 

0.574 
1.083 

1.161 

1.735 

Approximate 

0.505 

22.0° 
0.574 

1.205 

1.779 

Error 

17% 

3.3° 
0% 

8% Q,7 

8% 2„7 

ference between the mass-averaged and the mixed-out relative 
flow angles (Fig. 10) and the 30 percent difference in the relative 
incident dynamic pressure (Fig. 5) would have led to an entirely 
different airfoil pressure distribution prediction. 

While the calculation of the mixed-out flow angles and dy
namic pressure (Eqs. (16), (17), and (18)) can be carried out 
exactly with the information available in the throughflow anal
ysis (Dring and Oates, 1990a, 1990b), the calculation of the 
mixed-out total and static pressures requires some additional 
information. Carrying out the mixing calculation (Eqs. (1), 
(2), and (3)) requires the specification of the following averaged 
quantities: C~x

c', C~x
m', W~t

m, and P~". Each of these quantities 
is already calculated as part of the throughflow analysis, with 
the exception of C~x

m. However, even this quantity can be 
calculated with reasonable accuracy when the approximation 
is made that the area- and mass-averaged velocity 
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Fig. 11 Second-stage stator pressure distribution at 12.5 percent span 
at near-stall conditions, 0 = 0.45 

vectors relative to the upstream airfoil are parallel. For the 
flow aft of a stator this approximation implies: 

{C;m)/{.C~m) - {C7a)/{C-a) = tan(&) (19) 

This approximation has no affect either on the dynamic 
pressure (Eq. (18)) or on the force on the airfoil. It only affects 
the pressure distribution by an additive constant, i.e., the pres
sure level, not the pressure distribution. As a "worst case" 
example, consider the second stator exit, at the near-stall con
dition, and at 5 percent span (Table 1). 

Note that this approximation (Eq. (19)) has no effect on the 
relative dynamic pressure ((QTef)- It only affects the pressure 
distribution by an additive constant on the mixed-out static 
and relative total pressures (CPS and CPTREL). Even for this 
"worst case" situation where the local blockage approaches 
40 percent (Joslyn and Dring, 1985) the approximation leads 
to an error in pressure level of only 8 percent of the relative 
dynamic pressure. 

Even at the near-stall condition the impact of mixing on the 
various second stator inlet flow angles was relatively weak 
(Ac*! = 2 deg, Fig. 9). Its effect on the stator exit angle, however, 
was very strong (Aa2~ 13 deg, Fig. 10). The effect of this range 
of exit flow angle on the second stator pressure distribution 
is shown in Fig. 11 for the 12.5 percent span location. The 
results at other span locations near the hub were similar. This 
comparison shows the insensitivity of the computed pressure 
distribution to the large differences (=13 deg) between the 
mixed-out and mass-averaged exit flow angles. 

The poor agreement between the measured and computed 
results at 12.5 percent span on this stator is due to the massive 
hub corner separation and the three-dimensional nature of the 
flow that it produces. At this span location the hub corner 
separation starts at 30 percent chord (as indicated by the S on 
the CP = 0 axis of Fig. 11). A comparison of the computed 
stator pressure distribution (based on upstream and down
stream traverse data) and the measured pressure distributions 
shows a difference of about 100 percent in tangential force. 
Radial transport has caused the change in tangential momen
tum across the stator (at this span location) to be twice that 
indicated by the pressure distribution. This difference does not 
represent a failure of the wake mixing methodology; rather it 
is an indication of additional flow mechanisms that have not 
been accounted for. As mentioned above this difference was 
much smaller for the rotor (Fig. 4). A more exhaustive ex
amination of this issue of radial transport is in progress. 

Conclusions 
By using a wake mixing methodology to relate a nonuniform 

inlet flow to an equivalent uniform inlet flow, a potential flow 

analysis was demonstrated to give an accurate prediction of a 
rotor airfoil pressure distribution with the airfoil operating 
with a very distorted and unsteady inlet flow. The unsteady 
inlet flow was caused by the passing wakes of a closely coupled 
upstream stator row. In axial compressors this mixing meth
odology can have a powerful impact on both incidence and 
deviation and also on airfoil loading. Differences of up to 13 
deg and 30 percent in loading were demonstrated. Much of 
the disagreement between the measured and computed airfoil 
pressure distributions that had previously been attributed to 
unsteadiness and to corner separation was eliminated by using 
mixed inlet conditions. 

Specific observations and conclusions are as follows: 

1 The use of inlet and exit conditions based on wake mixing 
(as opposed to average conditions) can result in significant 
improvement in the agreement between measured and com
puted airfoil pressure distributions. 

2 Differences of up to 13 deg in both incidence and de
viation were demonstrated to occur due to wake mixing. 

3 Differences of up to 30 percent in incident dynamic pres
sure were demonstrated to occur due to wake mixing. 

4 These differences were present at near-stall conditions 
and, to a lesser degree, even at nominal design conditions. 

5 The mixing methodology does not rely on mixing actually 
occurring but only on the fact that mixing provides an equiv
alent uniform flow condition. 

6 The mixing methodology was demonstrated to be suc
cessful even for a situation where there were unsteady varia
tions in the inlet angle of 40 deg at an plane located only 14 
percent of chord upstream of the airfoil leading edge. 

7 While the exit flow angles calculated from the various 
angle definitions can be very different, the airfoil pressure 
distribution analysis is much less sensitive to this difference 
than to difference in inlet angle. 

8 There is sufficient information in the throughflow anal
ysis of Dring and Oates (1990a and 1990b) to calculate all the 
mixed-out quantities with a reasonable degree of accuracy. 

9 The concepts that have been presented here should be 
of value in analyzing the growing body of LDV and hot-film 
data that is becoming available for compressors. This will be 
particularly true in relating this flow field information to meas
ured airfoil pressure distributions and to computed results. 
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D I S C U S S I O N 

N. A. Cumpsty1 

The flow out of and into blades is strongly nonuniform 
and it is clearly of concern that an effective averaging procedure 
be adopted. One must therefore welcome attempts to place 

1 Whittle Laboratory, University of Cambridge, Madingley Road, Cambridge 
CB3 0DY United Kingdom. 

this on a more secure foundation. I would, however, like to 
question a deduction drawn by the authors from their Fig. 4. 
The improvement in the comparison between the measured 
pressure distribution at 3.2 percent span and that predicted 
using a two-dimensional method is taken to be evidence that 
unsatisfactory comparisons are a result of incorrect averaging. 
This is not the only reason that two-dimensional methods can 
give inaccurate predictions near endwalls. 

In the 1989 Gas Turbine Conference there was a paper by 
Wadia and Becher (1990) that showed the importance of the 
spanwise effects in the regions near the endwalls. Very great 
differences were seen between the pressure distributions cal
culated by two-dimensional and three-dimensional methods; 
the three-dimensional inviscid method was able to predict the 
pressure distribution remarkably well even very close to the 
endwalls. Very plausibly it was deduced that two-dimensional 
methods were unable to give the correct pressure distribution 
near the endwalls when the local flow is approaching the lead
ing edge at large incidence. Would the authors care to comment 
on their conclusion in the light of this? 

References 
Wadia, A. R., and Beacher, B. F., 1990, "Three-Dimensional Relief in Tur

bomachinery Blading," ASME JOURNAL OF TURBOMACHINERY, Vol. 112, pp. 
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Authors' Closure 
We appreciate the time and though that Professor Cumpsty 

has given to the work we presented in this paper. He is certainly 
correct in pointing out that there is more than one mechanism 
that can cause two-dimensional methods to fail to give accurate 
results near endwalls. Our paper addresses the issue of the 
effect of strong circumferential gradients, such as the wakes 
of an upstream airfoil row, and how this nonuniform inflow 
can be related to a "kinematically equivalent" uniform inflow. 
Wadia and Beacher (1990) address the issue of strong radial 
gradients and how three dimensionality in the endwall region 
can produce a relief in the severe leading edge loading that 
would be expected from a two dimensional analysis. These 
two mechanisms are very different effects and in all probability 
both are present to some extent in most applications. It is 
difficult, however, to comment on their relative contributions 
to the work presented here and to that presented by Wadia 
and Beacher (1990). It has been determined (Wadia, 1990) that 
neither contains sufficient information to examine both mech
anisms. 

It is clear, however, that both strong radial gradients and 
strong upstream wakes can have a major impact on airfoil 
loading. It is also important to realize that while the mixing 
approach presented here has been applied to experimental re
sults, it can also be applied to computational results. This could 
occur when the upstream boundary conditions for a three-
dimensional prediction of the flow in an airfoil row are based 
on relating the three-dimensional flow exiting the upstream 
row to an equivalent axisymmetric condition. 
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Essential Ingredients for the 
Computation of Steady and 
Unsteady Blade Boundary Layers 
Two methods are described for calculating pressure distributions and boundary layers 
on blades subjected to low Reynolds numbers and ramp-type motion. The first is 
based on an interactive scheme in which the inviscid flow is computed by a panel 
method and the boundary layer flow by an inverse method that makes use of the 
Hilbert integral to couple the solutions of the inviscid and viscous flow equations. 
The second method is based on the solution of the compressible Navier-Stokes 
equations with an embedded grid technique that permits accurate calculation of 
boundary layer flows. Studies for the Eppler-387 and NACA-0012 airfoils indicate 
that both methods can be used to calculate the behavior of unsteady blade boundary 
layers at low Reynolds numbers provided that the location of transition is computed 
with the e" method and the transitional region is modeled properly. 

1.0 Introduction 
The unsteady flows that occur in multistage axial turbo-

machines have a strong impact on the efficiency, aerodynamic 
stability of the compression system, aeroelastic stability, and 
noise generation [1]. The state of the art in turbomachinery 
has advanced to the point where further significant improve
ments will have to come from the understanding and control 
of the unsteady flows within the turbomachines. For this rea
son, in recent years increasing attention and effort have been 
devoted to experimental and computational investigations on 
various unsteady flow phenomena in turbomachines. A review 
of these efforts can be found in [2], showing that substantial 
progress has been achieved in the calculation of unsteady in
viscid flows for single blade rows and, to some extent, for 
multiblade rows and for three-dimensional flows. The inclu
sion of unsteady viscous flow effects, on the other hand, has 
only recently been attempted for two-dimensional [3] and three-
dimensional [4] flows. This task is further complicated by the 
frequent occurrence of separation bubbles on blades where, 
at design incidence and at Reynolds numbers between 105 and 
106, transition in the separated laminar shear layer may be 
followed by a rapid reattachment of the transitioning or tur
bulent shear layer. This produces the so-called ' 'short bubble,'' 
a somewhat misleading term because midchord bubbles on 
turbomachine blades can easily extend over several percent of 
chord. With further reduction in Reynolds number, the extent 
of the bubble increases to form a "long bubble" and, de
pending on the flow conditions, the bubble may burst. This 
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Turbine Institute January 5, 1990. Paper No. 90-GT-160. 

phenomenon is accompanied by a major increase in drag and 
decrease in circulation with associated changes in pressure dis
tribution over the whole blade. At off-design conditions, the 
separation bubble migrates toward the leading edge on the 
suction or pressure surface with increasing positive or negative 
incidence. 

While the prediction of the influence of flow unsteadiness 
due to blade row interactions and inlet distortion is still in its 
infancy, much progress has been made in computing steady 
airfoil flows for a range of Reynolds number and angles of 
attack using two approaches, one based on the solution of the 
full compressible Navier-Stokes equations and the other on 
solving a combination of inviscid and boundary layer equa
tions. In both approaches, it is important that the conservation 
equations be solved accurately in full or reduced forms and 
that they include accurate methods for computing the location 
of transition and for modeling the turbulent flow including 
the transitional region. Recent studies, conducted at high 
Reynolds numbers [5], show that as long as there is no, or 
very little, flow separation on the airfoil, no wake calculation 
is required. With increasing flow separation, the importance 
of the wake flow increases, and in the near- and post-stall 
regions, its effect becomes significant. High Reynolds number 
studies indicate that while the calculated results are relatively 
insensitive to the location of the transition at low angles of 
attack, they become sensitive with increasing angle of incidence 
and play a very important role in near-stall and post-stall 
conditions. Similar studies conducted at low Reynolds numbers 
show that the wake flow and location of transition are im
portant at all angles of attack and they must be computed 
interactively with the solution of the conservation equations 
[6, 7]. This method neglects the effect of normal pressure 
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gradient across the shear layer, which becomes increasingly 
more important as the flow separation increases. The conse
quences of this approximation are not known at this time. 

The present paper addresses the prediction of unsteady blade 
boundary layer flows by two methods briefly described in the 
following section. The first is based on the extension of the 
steady interactive boundary-layer method of [5] and the second 
on the Navier-Stokes method of [8]. Section 3 presents the 
application of these methods to two test cases. Since the blade 
data on unsteady low Reynolds number flows are scarce, two 
separate types of airfoil flow are considered. The first is a 
steady low Reynolds number flow over an Eppler airfoil meas
ured in the Langley low-turbulence pressure tunnel for a 
Reynolds number of 105 and the second an unsteady flow over 
a NACA-0012 airfoil subject to ramp-type motion at a Reyn
olds number of 2.7 x 106. In the first test case, calculations 
made use of only the interactive method, in contrast to the 
second case, which used both methods. The paper concludes 
with a summary of the more important findings. 

2.0 Computational Methods 

2.1 Viscous-Inviscid Interaction Method. The interactive 
method for steady incompressible flows is described for high 
and low Reynolds number flows in [5] and [6], respectively, 
and makes use of an inverse boundary-layer method coupled 
to a panel method with an interactive formula suggested by 
Veldman [9]. The boundary-layer equations are solved subject 
to the usual boundary conditions with the external velocity 
U°e(x) computed from inviscid flow theory and the pertur
bation velocity 5Ue(x) computed from the Hilbert integral 

hUe(x)=-\" ^- [UJb')— (1) 
irJxa da x— a 

with integration region confined to (x„, xb). 
In the extension of this method to unsteady incompressible 

flows, we again make use of a panel method [10], which is 
similar to that of Hess and Smith [11]. This method utilizes 
the procedure of Basu and Hancock [12] to model the wake 
and represents the shape of the airfoil by a large number of 
panels (typically 100 panels) such that each panel has constant 
source strength, which varies from panel to panel and a con
stant vorticity strength, which is the same for all panels. The 
wake is represented by a series of free vortices shed from the 
trailing edge in response to incidence changes in accordance 
with the Helmholtz-Kelvin law of conservation of total vor
ticity. The airfoil's lift response then is obtained by subdividing 
the incidence history into sufficiently small time steps and 
computing the source and vorticity distributions for each time 
step. Further details of this method can be found in [10, 13]. 

The unsteady boundary-layer equations are expressed in 
terms of an eddy viscosity, e,„, so that continuity and mo
mentum equations 

du dv „ 

dx dy 
(2) 

du du du 

dt dx dy 

dUe dUe d 
••—-+ue—--+— 

dt dx dy 
(v + em) 

du 

Ty_ (3) 

are solved subject to the boundary conditions 

y = 0, u = v = 0; .y-oo, u~Ue(x,t) (4) 

on the airfoil and with y = 0 denoting the dividing streamline 
that separates the upper and lower parts of the inviscid flow 
in the wake, subject to the following conditions: 

j—-±oo, u~Ue(x,t); y = 0, v = 0 (5) 

with Ue(x, t) given by Ue= U°e + 5Ue(x, t). The eddy viscosity 
formulation of Cebeci and Smith [14] is used with special 
emphasis on the transitional region. 

r 2 . 3 « . 
' = * ' * > 

0<y<yc 

enl = e„, =0.0168 Ue5*ylr yc<y<h 

(6a) 

(6b) 

The crossover distance yc is defined as the location where the 
eddy viscosities of the inner and outer regions coincide. The 
parameters L and ylr are given by 

L = 0.4y[l-e (-y/A) ] , A = 26vuT-l 

Jlr 

, UT= (v 
du\W2 

dy/mm 

I- -G(X-*"-> L I ] (7) 

Here ytr corresponds to the expression suggested by Chen and 
Thyson [15] with x,r denoting the location of the beginning of 
transition and G a parameter defined by 

G = ® U 
R < 3 4 (8) 

where the transition Reynolds number R e ^ = (Uex,r/p) and 
C is a constant with a recommended value of 60. The expression 
for y,r was obtained from data based on attached flows and is 
less likely to be applicable to flows with separation. For this 
reason, a correlation formula was devised by Cebeci [6] to 
represent C of equation (8) by 

C 2 = 213[logRex, -4.7323] (9) 

For the wake flow calculations following the study of Chang 
et al. [16], the eddy-viscosity formulation for wall boundary-
layer formulas was modified and expressed in the form 

«m= (e)w+[(em)te- (em)w]e 
r x~x,; 
l 20V- (10) 

where (em)w denotes the eddy viscosity for the far wake given 
by the maximum of (em)'„ and (em)"w defined by 

(ejw = 0.064 ] _ _ (Ue~u)dy (Ua) 

(em)"w = 0.064 1 . (Ue-u)dy 
^ m i n 

(lib) 

with ymin the location where u = u„ 

a -
y = 

~itr = 

At = 
e = 

Em = 

S,V = 
£*> Vx = 

N o m e n c l a t u r e 

angle of attack, deg 
ratio of specific heats 
intermittency factor 
time step 
dissipation coefficient 
eddy viscosity 
transformed coordinates 
metrics of the transforma
tion 

p 
0) 

a 
c 
Cl 
e 

k 

= density 
= frequency 
= speed of sound 
= chord length 
= lift coefficient 
= total energy per unit vol

ume 
= reduced frequency = 

2C7. 
ac/ 

M = Mach number 
p - pressure 

u, v = Cartesian velocity compo 
nents 

U, V = contravariant velocities 
5Ue(x) = perturbation velocity 
U°e(x) = external velocity 

x, y = Cartesian coordinates 
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Fig. 1 General view and detail of the grid around the NACA 0012 airfoil; 
the global grid is indicated with dashed lines, and the embedded refined 
grid for the boundary layer calculation is shown with solid lines 

2.2 Navier-Stokes Methods. For compressible flows the 
full, unsteady, two-dimensional, compressible Navier-Stokes 
equations were solved. In a curvilinear coordinate system (£, 
17) the governing equations are 

aq 3F 3G 
dt + 9£ + dri ' ~Re\d£+driJ 

(12) 

where q is the conservative variable vector q = (p, pu, pv, 
and F, G are the nonlinear inviscid terms given by 

\ pU 

puU+kxp 
PVU+£yP 

(e+pW-^pj 

pV 
puV+r)xp 
pvV+iiyP 

(e+p)V-rj,pj 

(13) 

and similarly for S. Here p is the density, e is the total energy 
per unit volume and p = (7—1) [e - p/2(u2 + v2)] is the 
pressure. The quantities U, V are the contravariant velocity 
components given by 

U=Zt + u$x+v!iy V=T), + UT}x+vr)y (15) 

where £, = 17, = 0 for steady flow solutions, and £,, 17, are 
determined from the body motion for the unsteady case. 

2/x 1 ^ du 

dx 

dv 2JX 

"T 
dv du 
by Tx 'Txy~ 

du dv 

dy dx. 

and 

K=-
P r ( 7 - 1 ) 

(16) 

(17) 

The curvilinear coordinate system £ = £(*, y), rj = i](x, y), 
referred to as the computational domain, is linked to the phys
ical domain x, y through the metrics, %x, %y, r)x, i\y and the 
Jacobian / = ^x-qy - %yr\x of the transformation. The inte
gration is performed with the finite difference factored Beam-
Warming algorithm [17]. The approximately factorized form 
of the algorithm is 

[/+ (At/2) ( 5 ^ * + (Amp,){)] (18) 

X [/+ (At/2) (6„fl"M+ (ABWrf),)]Aq7.* = (RHS)" 

where 

(RHS)" = At ( - 5JF; , , - 5,GJU + «tR?» + 8,S£, - eexpl(Dexpl)'lk) 

(19) 

The dissipation term Dimpi is added for numerical stability, 
and the explicit dissipation Dexpt is added to eliminate oscil
lations in the neighborhood of shocks. The explicit dissipation 
term is determined from the spectral radius as described in 
[18]. The eddy viscosity was calculated from the Baldwin-
Lomax eddy viscosity model of [19]. 

The attached flow region is solved with the compressible 
boundary-layer equations with an embedded grid approach. 
A detail of the two-grid arrangement for Navier-Stokes and 
the embedded boundary layer grid is shown in Fig. 1. The 
boundary-layer equations for a generalized coordinate system 
[20] are 

Continuity 

d_ 
dt 

£ momentum 

($H($)+ffl- <»> 
du du dv 

pJi+pu^+pVY,+ 
/ , dp dP\ 

d_ d_ 

dri = J ^ 7 [TXAX + Txy%y\ + J ~^Z lTxxVx + TyxVyl (21) 

Normal momentum 

and the viscous term R is given by 

dp 

dt] 
= 0 (22) 

1_ 
J 

0 

Txyky >" Tyyky 

tx TXXU + T. -O + *, TxyU + TyyV + K <£). 
(14) 
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Energy 

dH dp dH dH 

= J ^ * 

+Jih* 

/da2\~\ T /da2\ 
XU + TXyV+K\—-\ +Zy TXyU + TyyV+K\—-\ 

TxxU + T, yV + Kl 
dx) -Vy TXVU + T, -*® 

T 
T ~ 
1 Oo 

Pa> 

( 7 - D 
„2 

pT„ 

Tpx 

\H-U2+V2] 
2 

(23) 

Here H = (e+p)/p is the enthalpy per unit volume, and the 
other quantities have the same definitions as before. Equations 
(20)-(23) are supplemented by the equation of state 

(24) 

(25) 

Viscous or inviscid solutions can be obtained for the global 
grid by marching in time from an initial condition. Steady 
solutions are obtained by marching in time from free-stream 
initial conditions until convergence to the steady state. Simi
larly, unsteady flows are computed by marching in time from 
a steady flow initial condition. After the global grid solution 
is computed, the boundary layer equations can be solved in 
the secondary grid using as initial condition at the inflow the 
velocity profile obtained by the viscous flow solution. The 
additional computational time needed for the boundary layer 
solution is negligible compared to the total time required for 
a complete viscous or inviscid flow solution. Typical execution 
time to complete the ramp pitch-up case from 0 to 15.5 deg 
was approximately one hour on the Cray-YMP. Boundary 
conditions at the edge of the boundary layer are provided by 
the pressure and velocity distribution of a viscous or inviscid 
global flow solution for the outer region. Grid refinement is 
applied for the boundary-layer calculation and the values of 
the flow parameters at the extra boundary points are obtained 
by simple interpolation of the flow variables obtained from 
the viscous solution. For unsteady calculations the boundary 
layer equations are solved at each time step. 

3.0 Results and Discussion 
Two separate flows are considered to evaluate the prediction 

of blade boundary layers. The first corresponds to a steady 
low Reynolds number flow and the second to an unsteady flow 

at a relatively high Reynolds number. At low Reynolds num
bers the extent of the separation bubble is significant; the 
transition location occurs inside the bubble and must be com
puted interactively with the flow field calculations. In the 
Navier-Stokes method transition modeling is not as yet in
cluded and therefore the calculations were performed only with 
the interactive method. Both methods were used to perform 
the unsteady flow calculations since this flow had no separation 
bubble due to the high Reynolds number, and the extent of 
the transition region was very small. 

The low Reynolds number experimental data of [21] contain 
measurements for the Eppler-387 airfoil in the Langley Low-
Turbulence Pressure Tunnel. The tests were conducted over a 
Mach number range from M = 0.3 to M = 0.13 and a chord 
Reynolds number range from 6 x l 0 4 to 4.6 xlO5 . Lift and 
pitching moment data were obtained from wake surveys. Oil 
flow visualization was used to determine laminar separation 
and turbulent reattachment locations. Comparisons of these 
results with data obtained for this airfoil in two other facilities 
were included in [21]. 

The calculations reported here with the interactive procedure 
described in the previous section are for a chord Reynolds 
number of 105 and for a range of angles of attack from 0 to 
6 deg. Additional calculations for higher angles of attack, 
including post-stall and higher Reynolds numbers, are in prog
ress and will be reported separately in [22]. 

Before the results for this airfoil are presented, it is useful 
to give a brief description of the solution procedure used to 
perform the inviscid and boundary-layer calculations and the 
stability calculations for determining the location of transition 
with the e" method [6]. The calculations were begun by com
puting the pressure distribution on the airfoil and in the wake 
without viscous effects. Next, the displacement thickness re
sulting from this pressure distribution was obtained from the 
solution of the boundary layer equations with the calculations 
starting at the forward stagnation point, proceeding in the 
inverse mode first with laminar flow only. Once the velocity 
profiles were determined, the location of transition was com
puted by using the e" method based on the linear stability 
theory: The Orr-Sommerfeld equation was solved by initiating 
the stability calculations at the first x station where the 
Reynolds number exceeded the critical value established for 
similar boundary layers. Several dimensional frequencies at 
different x locations were then computed on the lower branch 
of the neutral stability curve in order to determine the ampli
fication rates so that the location of transition could be de
termined from the e"method with n = 10. The inverse laminar 
boundary layer calculations were then performed up to the 
transition location, after which turbulent flow calculations 

Measured 
Interactive Method 

Measured 
Interactive Method 

Fig. 2 Comparison of calculated ( ) and measured (symbols) distri
butions of pressure coefficient for the Eppler airfoil at Re = 1 x 10s 
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Fig. 3 Computed boundary layer profile at x/c = 0.461, 0.509, 0.604, 
0.766, 0.792, 0.805, 0.817, 0.853, and 0.941 for the Eppler airfoil 

Table 1 Experimental and calculated chordwise separation (LS) and 
reattachment (TR) and transition (xlc)„ locations on the upper surface 
of the Eppler airfoil 

d e g 

0 

2 

4 

5 

6 

Experiment 

LS 

0.45 

0 .41 

0.35 

0.34 

0.33 

TR 

0.87 

0.79 

0.73 

0.67 

0.62 

Calculated 

( x / c ) t r 

0.76 

0 .68 

0.62 

0.585 

0.54 

LS 

0.50 

0 .45 

0.40 

0.38 

0.35 

TE 

0.87 

0 .79 

0.73 

0.69 

0.64 

Table 2 Measured and calculated values of lift (c,) and total drag (cd) 
coefficients 
Stut tgard 

Experiments 

ce 
0 0.320 

2 0.520 

4 0.700 

5 0.780 

6 0.860 

C d 

0.0207 

0.0216 

0.0208 

0.0206 

0.0203 

Delft 

Experiments 

c.< 
0.365 

0.545 

0.725 

0.810 

0.895 

C d 

0.0151 

0.0190 

0.0223 

0.0230 

Langley 

Experiments 

c , 

0.370 

0.537 

0.778 

0.873 

0.974 

C d 

0.0167 

0.0203 

0.0230 

0.0237 

0.0224 

In te rac t ive 

Method 

<* 
0.391 

0.589 

0.793 

0.893 

0.994 

C d 

0.0154 

0.0169 

0.0197 

0.0206 

0.0209 

were performed on the airfoil and in the wake. The displace
ment thickness distribution resulting from these calculations 
was used to determine a blowing velocity distribution, which 
enabled the inviscid flow equations to be solved again subject 
to a new boundary condition. This process was repeated in
teractively until the solutions of both boundary-layer and in
viscid flow equations converged. 

Figure 2 compares measured and calculated distributions of 
pressure coefficients for angles of attack of 0 and 6 deg, and 
Fig. 3 presents the velocity profiles at a = 0 deg for a Reynolds 
number of 105. As can be seen from Fig. 2, with two small 
exceptions, the calculated results agree with measurements 
within experimental accuracy. In the immediate vicinity of the 

- Q — t A " Q 2 = = 2 T F = = l * F 

(a) a = 2.9° 

11 Measured 

Interactive Method 

• Measured 
Interactive Method 

a 
o 

7 ^ - 0 - ^ _ ' 

- pr 

1 (d) a =11.7° 

l 

D 

1 

1 

Measured 

Interactive Method 

D Measured 
Interactive Method 

.4 .6 
x/c 

1.0 

Fig. 4 Pressure coefficient distributions predicted by the interactive 
method: Re = 2.7 x 106, k = 0.0127 

leading edge and near the turbulent reattachment region where 
the gradient of the pressure coefficient changes sign rapidly, 
the calculations are slightly in error. Also, the calculated results 
do not capture perfectly the constant values of pressure coef
ficient associated with the separation bubbles. The results in 
Fig. 3 show that the region of reversed velocities is significant 
on the airfoil and the numerical method has no difficulties in 
computing the flow under these conditions. 

Further details of the results shown in Figs. 2 and 3 are 
presented in Tables 1 and 2. The calculated values of the 
chordwise location of laminar separation (LS), turbulent reat
tachment (TR), and the onset of transition are given in Table 
1. The experimental results of this table are subject to some 
uncertainty because of difficulties associated with the surface 
flow visualization technique. With this proviso, comparison 
between measured and calculated values must be considered 
outstanding. It should be noted that the transition location 
obtained from the e" method occurs within the separation bub
ble in all cases, and in accord with experimental observation, 
leads to reattachment some distance downstream. 

The lift and drag coefficients obtained from this method are 
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Navier-Stokes Solution 
p Measured 

(b) a - 5.80° 

Navier-Stokes Solution 
a Measured 

Navier-Stokes Solution -
• Measured 

Fig. 5 Pressure coefficient distributions predicted by the Navier-Stokes 
method: Re = 2.7 x 106, k = 0.0127 

listed in Table 2 together with the experimental results obtained 
in the Stuttgart, Delft, and Langley wind tunnels. In general, 
the calculated lift coefficients are higher than the Stuttgart and 
Delft measurements but very close to the Langley measure
ments. The calculated drag coefficients, on the other hand, 
show overall good agreement with all sets of data. 

The unsteady flow calculations for the NACA-0012 airfoil 
subject to ramp-type motion, as described in detail in [23], 
were performed by using both interactive and Navier-Stokes 
methods for a Reynolds number of 2.7 x 106 and for a non-
dimensional pitch rate k defined by k = itc/lU^, = 0.0127. 
The airfoil chord was 10.16 cm, the pitch rate 1280 deg/s, 
pitching from 0 to 15.54 deg, at a free-stream Mach number 
of M = 0.3. The experimental data include upper and lower 
surface pressure distributions for incidence angles of 2.9, 5.8, 
8.9, 11.7, and 15.5 deg. 

Figures 4 and 5 compare measured and calculated distri
butions of pressure coefficients for incidence angles of 2.9, 
5.8, 8.9, 11.7, and 15.5 deg, with Fig. 4 showing the predictions 
of the interactive method and Fig. 5 those of the Navier-Stokes 
method. In both methods, the flow was assumed to be fully 
turbulent due to the lack of experimental data about the lo-

Nondimensional Time T 

Fig. 6 Modified ramp angle of attack time history 

cation of transition, and the ramp change in the angle of attack 
(shown in Fig. 6) was assumed to be given by 

a (t) = - 2amaxT
3 + 3amaxT

2 (26) 

where T is the nondimensional time required to complete the 
ramp motion from 0 deg to amax. This ramp change in angle 
of attack was held fixed for one nondimensional time after 
the end of the ramp motion. It is useful to point out that while 
the interactive method is based on the assumption of incom
pressible flow, the Navier-Stokes method is for a compressible 
flow. Calculations performed with the Navier-Stokes equa
tions for a Mach number of 0.2 and 0.3, however, showed no 
effect of compressibility on the results. 

Figures 4 and 5 show that the predictions of both methods 
are in good agreement with the experimental data, although 
the Navier-Stokes computations slightly underpredict the suc
tion peaks at the lower incidence. Figures 7 and 8 present a 
comparison between the velocity profiles computed by both 
methods at two chordwise locations corresponding to x/c = 
0.5 and x/c = 0.9 at several angles of incidence. While there 
is reasonably good agreement at low incidences, the two pro
files begin to deviate significantly at higher incidences. These 
differences are to be expected because different sets of equa
tions are solved. In the boundary layer computations, equa
tions (2) and (3), the normal momentum equation is neglected, 
whereas in the Navier-Stokes calculations, equation (12), all 
terms are retained. Furthermore, different turbulence models 
were used. Nevertheless, Fig. 8(e) shows that both procedures 
predict the onset of flow reversal at a = 15.5 deg for x/c = 
0.9. Unfortunately, there are no experimental data available 
to verify this prediction and to assess the accuracy of the two 
methods. 

Unsteady flow calculations performed at other reduced fre
quencies indicate that unsteady inviscid flows can be calculated 
with the present panel method for reduced frequencies up to 
k = 0.015. At higher frequencies the predictions of the panel 
method begin to differ from those of the Navier-Stokes 
method. For example, the results in Fig. 9, which correspond 
to a reduced frequency of k = 0.043 over a NACA-0012 airfoil 
pitching from 0 to 5 deg, show that even though both methods 
correctly predict the asymptotic approach to the steady-state 
lift value, there are significant differences during the transient 
phase. We believe that these differences are due to the manner 
in which the Kutta condition is introduced in the panel method 
and thus require further studies. 

4.0 Summary 
Two methods are described and applied to study the effects 

of low Reynolds number and flow unsteadiness on blade 
boundary layers. The first is based on an interactive boundary 
layer scheme in which the inviscid flow is computed by a panel 
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Fig. 7 Comparison of the boundary-layer profiles computed with both 
methods, for the 50 percent chord: Re = 2.7 x 106, k = 0.0127 

method and the boundary layer flow by an inverse method 
that uses the Hilbert integral to couple the solutions of the 
in viscid and viscous flow equations. The second method is 
based on the solution of the compressible Navier-Stokes equa
tions, which employs an embedded grid technique for accurate 
boundary layer calculations with small computational cost. 
Calculated results obtained for the low Reynolds number flow 
with a combination of the interactive method and e" method 
show good agreement with experimental data. The results also 
indicate the importance of transition at such low Reynolds 
numbers and show that regardless of the method used to com
pute the flow field, the onset of transition must be determined 
interactively and the transitional region must be modeled prop
erly. Calculated results obtained with both methods for a 
NACA-0012 airfoil subject to a ramp-type motion at relatively 
high Reynolds number also indicate good agreement with ex
perimental data. The calculations for this flow indicate com
puter times of about one hour on the Cray YMP for the Navier-
Stokes method and about 30 seconds for the interactive method 
on a VAX computer. Since the calculation of the onset of 
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Fig. 8 Comparison of the boundary-layer profiles computed with both 
methods, for the 90 percent chord: Re = 2.7 x 106, k = 0.0127 
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1.0 Fig. 9 Lift coefficient variation for a ramp change in angle of attack a 
from 0 to 5 deg, for r = 0 to t = T, and then at a = 5 deg for I = 7 to 
/ = 27; Re = 1 x 106, for the Navier-Stokes solution, k = 0.043 
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transition requires that the flow field be computed several 
times, these results suggest that the extension of the Navier-
Stokes method to low Reynolds number flows in which the 
flow field and transition are calculated interactively may be 
costly. 
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Similarity Behavior in Transitional 
Boundary Layers Over a Range of 
Adverse Pressure Gradients and 
Turbulence Levels 
Boundary layer transition has been investigated experimentally under low, moderate, 
and high free-stream turbulence levels and varying adverse pressure gradients. Under 
high turbulence levels and adverse pressure gradients a pronounced subtransition 
was present. A strong degree of similarity in intermittency distributions was observed, 
for all conditions, when the Narasimha procedure for determination of transition 
inception was used. Effects of free-stream turbulence on the velocity profile are 
particularly strong for the laminar boundary layer upstream of the transition region. 
This could reflect the influence of the turbulence on the shear stress distribution 
throughout the layer and this matter needs further attention. The velocity profiles 
in wall coordinates undershoot the turbulent wall layer asymptote near the wall over 
most of the transition region. The rapidity with which transition occurs under adverse 
pressure gradients produces strong lag effects on the velocity profile; the starting 
turbulent boundary layer velocity profile may depart significantly from local equi
librium conditions. The practice of deriving integral properties and skin friction for 
transitional boundary layers by a linear combination of laminar and turbulent values 
for equilibrium layers is inconsistent with the observed lag effects. The velocity 
profile responds sufficiently slowly to the perturbation imposed by transition that 
much of the anticipated drop in form factor will not have occurred prior to the 
completion of transition. This calls into question both experimental techniques, 
which rely on measured form factor to characterize transition, and boundary layer 
calculations, which rely on local equilibrium assumptions in the vicinity of transition. 

Introduction 
Boundary layer transition is not yet fully understood and 

attempts to predict it theoretically have not been entirely suc
cessful. Designers have tended to rely on correlations of ex
perimental data for determining the beginning and end of the 
transition region. These correlations have generally been de
rived from flows having no stream wise pressure gradient, re
flecting the considerable body of experimental data available 
for this condition and the paucity of available data for flows 
with pressure gradients, especially for diffusing flows. 

The scarcity of information on flows under streamwise pres
sure gradients is emphasized by a recent critical survey of 
transition data performed by Dey and Narasimha (1988). They 
were able to identify only six data sets for which turbulent 
spot formation rates for transition in accelerating flows could 
be evaluated. No suitable data could be identified for de
celerating flow cases and a correlation of spot formation rates 
in this regime was not attempted. 

Under adverse (positive) pressure gradients existing corre-

Contributed by the International Gas Turbine Institute and presented at the 
35th International Gas Turbine and Aeroengine Congress and Exposition, Brus
sels, Belgium, June 11-14, 1990. Manuscript received by the International Gas 
Turbine Institute February 7, 1990. Paper No. 90-GT-130. 

lations have predicted excessive transition lengths for both 
attached flows and separated shear layers. In the latter case 
the use of existing correlations has led to the prediction of a 
completely separated shear layer where observations indicate 
the existence of a laminar separation bubble. 

A major problem with the interpretation of transition data 
is the variety of different criteria used to define the extent of 
the laminar-turbulent transition zone. The most consistent 
definition of the state of transition has proved to be the ob
servation of turbulent intermittency. Some measurements of 
transition in a streamwise pressure gradient, in which obser
vations of intermittency have been reported in addition to the 

• other boundary layer properties, have been made by Narasimha 
(1957), Abu-Ghannam and Shaw (1980), Fraser et al. (1988), 
Ashworth et al. (1989), and Gostelow and Blunden (1988). 

The work by Gostelow and Blunden combined measure
ments of intermittency in transitional flow situations over a 
wide range of adverse pressure gradients with the location of 
transition inception by plotting F(y) = [-ln(l -y)][/1. This 
technique, originally suggested by Narasimha, was instrumen
tal in identifying a universal distribution of intermittency in 
the transition zone. 
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Table 1 Values of pressure gradient parameter, A,v for each nominal 
turbulence level and for designated pressure gradient settings DP0-DP9 

1.0 r 
3«g-t~*#fc*" 

Grid No Grid Grid 3 Grid 4 

Tu, % 0.3 3.1 5.3 

DPO 
DPI 
DP2 
DP3 
DP4 
DP5 
DP6 
DP7 
DP8 
DP9 

-0.005 
-0.012 
-0.024 
-0.034 
-0.043 
-0.055 
-0.069 
-0.079 

-0.000 
-0.012 
-0.021 
-0.020 
-0.024 
-0.028 
-0.041 
-0.075 
-0.083 

-0.003 
-0.011 
-0.019 
-0.030 
-0.031 
-0.044 
-0.047 
-0.052 
-0.050 
-0.063 

This work led to the publication by Walker and Gostelow 
(1990) of a new correlation indicating a marked reduction of 
transition length in a strongly diffusing flow. The observed 
behavior was explained in terms of the influence of pressure 
gradients on the physics of turbulent breakdown and spot 
formation, a model originally proposed by Walker (1987). 

The model predicts that, instead of the lengthy "breakdown 
in sets" regime experienced in the absence of a streamwise 
pressure gradient, transition under adverse pressure gradients 
is characterized by a rapid process, which involves the contin
uous development and breakdown of Tollmien-Schlichting 
waves. This was demonstrated by examining appropriate ve
locity traces and the corresponding spectra. Progression from 
the zero pressure gradient model to one appropriate to adverse 
pressure gradients is evolutionary in nature. This progression 
results in a marked reduction in transition length as even a 
mild adverse pressure gradient is imposed. The new model was 
expressed in transition length correlations, which could be 
readily incorporated into existing design procedures. 

The measurements of Gostelow and Blunden had indicated 
a similar trend for transition length in a moderately turbulent 
free stream, as did measurements under a higher turbulence 
level reported by Gostelow (1989). 

The previous papers had examined the effects of turbulence 
level and adverse pressure gradients in isolation and in this 
paper the combined effects of both variables are investigated. 
Because the introduction of significant free-stream turbulence 
results in changed transition behavior, the comparisons made 
in this paper are for low, moderate, and high free-stream 
turbulence levels. 

The range of turbulence levels and pressure gradients tested 

Fig. 1 Intermittency distributions with the corresponding F(y) for dif
fering adverse pressure gradients in a highly turbulent free stream 

is wide and it is therefore pertinent to consider whether the 
data revealed any degree of similarity over the whole range. 
In introducing his universal intermittency distribution for tran
sitional boundary layers Narasimha had raised questions about 
its validity under strong pressure gradients. It was therefore 
planned to scrutinize the current data for any discrepancies in 
intermittency distribution; it was additionally proposed to in
vestigate streamwise variations in velocity profiles and the as
sociated integral properties from a similar perspective. 

cf = 
F(y) = 

H = 
H' = 

Tu = 
U = 
u = 

u+ = 
u* = 

X = 

y = 

skin-friction coefficient 
[ - l n ( l - 7 ) ] 1 / 2 

form factor = 8*/8 
normalized form factor = 
(H-He)/(H,-He) 
turbulence level, percent 
free-stream velocity 
local velocity 
dimensionless velocitv = u/u* 
friction velocity = A / T > / P 
streamwise distance from 
leading edge 
normal distance from wall 

y+ 

y 
8 

8* 
V 

e 
X 

\> 

= dimensionless distance from 
wall = yu*/v 

= intermittency factor 
= absolute thickness (based on 

u/U = 0.99) 
= displacement thickness 
= dimensionless distance = 

(x-xs)/{xe-xs) 
= momentum thickness 
= distance from y = 0.25 to y 

= 0.75 
= pressure gradient parameter = 

{6l/v).(dU/dx) 

V 

f 

P 
Tw 

= kinematic viscosity 
= dimensionless distance = 

(x-x,)/X 
= density 
= wall shear stress 

Subscripts 
e 

lam 
s 
t 

turb 

= end of transition (7 = 0.99) 
= laminar value 
= start of transition (7 = 0.01) 
= start of transition (Narasimha 

definition) 
= turbulent value 
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Fig. 2 Intermittency distributions, for high, moderate, and low turbu
lence levels and a wide range of adverse pressure gradients, obtained 
by application of the Narasimha procedure 

Intermittency Distributions 
All measurements were made in the low-speed wind tunnel 

described by Gostelow and Blunden. The high-turbulence 
measurements were performed with a biplanar grid mounted 
upstream, giving nominal turbulence levels of 5.3 percent for 
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Fig. 3 Intermittency traverses for high and low free-stream turbulence 
and for nominal intermittency levels of 10, 50, and 90 percent in the wall 
layer 

Grid 4 and 3.1 percent for Grid 3; with no grid present the 
turbulence level was 0.3 percent. Nominal turbulence levels 
were measured in a plane 20 mm upstream of the leading edge. 
The boundary layer grew on the surface of a flat plate 600 
mm wide. The plate had a smooth surface finish and the nose 
was of a slender elliptical section. Care was taken to avoid any 
possibility of leading edge separation. Measurements of tur
bulence level in the free stream and of intermittency in the 
boundary layer were made using a single hot-wire probe. 
Boundary layer traverses used a pitot tube with a 1.2 mm x 
0.72 mm flattened head. Intermittency measurements were 
facilitated by the use of an on-line intermittency meter designed 
by Alt (1987) and all data were logged by computer. 

Adverse pressure gradients of varying strength were imposed 
by using a fairing mounted above the plate. This could be 
rotated incrementally about an axis located 20 mm upstream 
of the leading edge. Streamwise pressure gradients were meas
ured using centerline static taps with free-stream velocity meas
urements for confirmation. 

The high turbulence measurements undertaken with Grid 4 
present covered ten different adverse pressure gradient cases, 
designated DP0-DP9. Moderate turbulence measurements with 
Grid 3 present covered nine adverse pressure gradients, des
ignated DP0-DP8. The further series recorded without a tur
bulence grid consisted of eight different adverse pressure 
gradients designated DP0-DP7. In each case DPO approxi
mates a pressure gradient of zero with higher designations 
approaching the highest sustainable pressure gradients for at
tached laminar layers. Table 1 lists the values of pressure gra
dient parameter at transition inception, XS(, corresponding to 
the designated pressure gradients DP0-DP9. 

Testing without a grid present was less comprehensive than 
with turbulence grids in place, fewer intermittency values being 
established, and this is reflected in the relatively sparse data 
set at low turbulence levels. In testing on Grid 4, measurement 
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difficulties were experienced for the higher intermittency levels 
of DPO and DPI; these resulted in the highest recorded inter
mittency levels being a little lower than the usual 99 percent 
completion value. This affected the quality of results for tran
sition completion for those two cases. 

Figure 1 presents results from the 5.3 percent turbulence 
level Grid 4 intermittency measurements and values of F(y) as 
a function of dimensionless distance, 17. Consistency of tran
sition inception, intermittency distributions, and of the rep
resentation of the transition region as a whole, was maximized 
when the Narasimha procedure for determination of inception 
was adopted. Essentially, that portion of the F(y) curve be
tween 25 and 75 percent intermittency was fitted with a straight 
line, the zero F(y) intercept of which defined -q,, the location 
of transition inception. The process is illustrated in Fig. 1. 
This procedure also provided characteristic length scales for 
transition, X. As can be seen from Fig. 2, incorporation of the 
values of rj, and X obtained from the F(y) curves into a new 
dimensionless distance, £, resulted in distributions that gave 
good agreement with the universal intermittency distribution 
of Narasimha 

7 = l -exp(-0.412£ 2 ) (1) 

That this applies to the high, moderate, and low turbulence 
levels of 5.3, 3.1, and 0.3 percent, respectively, over a wide 
range of pressure gradients, is demonstrated in Fig. 2. 

It is quite clear that consistency is maximized by adopting 
the Narasimha procedure for fitting the intermittency distri
bution and determining the effective transition inception, t. 
That inception location was accordingly used to define the 
pressure gradient parameter at transition inception, X9(, which 
is the independent variable used to represent the strength of 
the adverse pressure gradient. Transition completion, e, was 
represented by the 99% intermittency value. 

Results of testing with a turbulence level intermediate be
tween that of Grids 3 and 4 were reported by Gostelow (1989). 
In that paper it was shown that adoption of X9/ to define 
transition inception removed ambiguities in measurements of 
transition length and also extended the available range of pres
sure gradient parameter. 

If no pressure gradient is present, the ^(7) plot may be 
expected to be approximately linear in accordance with equa
tion (1). Narasimha (1985), however, has shown that when a 
pressure gradient is applied the ^(7) plot may experience a 
sudden change in slope from a subcritical level to a supercritical 
level at a "subtransition" point. Figure 1 demonstrates this 
behavior clearly. The subtransition has the effect of providing 
an ambiguous and erroneous transition inception location if 
the 1 percent intermittency definition is chosen (Gostelow, 
1989). Fortunately these difficulties are avoided if the proce
dure of extrapolating the F(y) line back from 25 percent in
termittency is adopted since this avoids the subcritical region 
entirely. 

Subtransition behavior is significantly influenced by both 
free-stream turbulence and stream wise pressure gradient. Ob
servations suggest a steady increase in the length of the sub-
transition region of low intermittency flow upstream of xt as 
the free-stream turbulence level is increased. Increasing the 
adverse pressure gradient has a similar effect and, as seen from 
Fig. 1, this is particularly evident for high turbulence levels. 

Figure 3 presents traverse results giving variations in inter
mittency through the boundary layer for a moderate adverse 
pressure gradient (DP3) at the highest and lowest turbulence 
levels and nominal intermittency levels of 10, 50, and 90 per
cent. Under low levels of free-stream turbulence the distri
butions exhibit a plateau, centered around y/b = 0.2, and fall 
off in the outer region of the boundary layer. A fall in inter
mittency is also observed as the wall is approached, typically 
for y/8<0.1, and this is presumably due to viscous effects. 

0 [ 1 — . 1 1 — 1 — ^ 
1 10 100 1000 

y 
Fig. 4 Representative dimensionless velocity profiles for all measured 
intermittency values; moderate levels of pressure gradient and turbu
lence level (Grid 3, DP4) 

Under highly turbulent free-stream conditions the observed 
intermittency in the free stream is nonzero and the intermit
tency either increases or remains roughly constant with y/5 in 
the outer region of the boundary layer. A region of nearly 
constant intermittency is still observed in the vicinity of y/8 
= 0.2. The intermittency again falls close to the wall as for 
the low-turbulence case, although some slight differences in 
behavior can be seen. 

It is noted that a fixed threshold level for turbulence detec
tion was used throughout the boundary layer. For the high 
turbulence case free-stream disturbances, which exceeded this 
threshold, gave rise to a nonzero intermittency outside the 
boundary layer. The high values of intermittency in the outer 
part of the boundary layer under high free-stream turbulence 
conditions are therefore partially due to the diffusion of tur
bulent energy from the free stream and will overestimate the 
true boundary layer intermittency. 

An important conclusion from Fig. 3 is that, if the objective 
is an indication of the state of the boundary layer transition 
that is consistent for all free-stream turbulence levels, the ap
propriate measurement location, and that adopted here, is the 
incipient turbulent wall region around y/5 = 0.2. Although 
diffusion effects from the turbulent free stream had little effect 
on the intermittency readings inboard of this location, further 
out the effects were strong. 

Velocity Profiles 
A typical set of boundary layer velocity profiles through the 

transition region, plotted in the dimensionless wall coordinate 
form of u+ against y+, is presented in Fig. 4. This set of 
profiles, corresponding to a moderate free-stream turbulence 
level (Grid 3) and a moderate adverse pressure gradient (DP4), 
is representative of profiles over the range covered in this 
investigation. 

The skin friction at transition inception was determined by 
linear extrapolation of readings closest to the wall on the basis 
of u+ = y+. The value at transition completion was obtained 
using the power law formulation 

T„/p = 0.0464(WU8)lMU2/2 (2) 

Skin friction values at intermediate intermittencies were ob
tained using the Emmons (1951) formulation 

Cf = ( l - 7 ) C n a m + Ycfturb (3) 

A matrix of figures, having different values of free-stream 
turbulence and stream wise pressure gradient, is presented in 
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Fig. 5 Dimensionless velocity profiles for low, moderate, and high tur
bulence levels and zero, moderate, and strong pressure gradients 

Fig. 5. Each graph gives velocity profiles for the start and end 
of transition (1 and 99 percent intermittency) and for an in
termediate value. It was decided to limit the profiles presented 
in Fig. 5 to three intermittency values to clarify the trends; 
also whereas testing on Grids 3 and 4 encompassed a large 
number of intermittency values, as in Fig. 4, testing with no 
grid present was in general limited to the three intermittency 
values. 

For 1 percent intermittency and low turbulence levels the 
profiles lie close to the laminar viscous flow asymptote, u+ — 
y+. For 99 percent intermittency the profiles follow the law 
of the wall asymptote 

w+ = 2.439 In y+ + 5.0 (4) 

in the turbulent wall layer regiony+ > 30, apart from the wake 
region in the outer part of the boundary layer. The profiles 
taken with intermediate levels of intermittency show a signif
icant undershoot of the turbulent wall asymptote in the inner 
part of the layer; this is thought to be associated with a rapid 
increase in shear stress achieved by the low-inertia fluid at the 
wall and a slower change in flow velocity further out, causing 
reductions in the level of dimensionless velocity. Errors in 
evaluating the transitional skin friction values using equation 
(3) could have been an additional factor. 

The influence of pressure gradient on the dimensionless ve
locity distributions for the end of transition is only slight. 
Strong adverse pressure gradients, which would tend to pro
duce laminar separation at transition inception, are relatively 
mild for the ensuing turbulent boundary layer. The most sig
nificant effect of pressure gradient is to cause an increasing 
undershoot of the turbulent wall layer asymptote as the pres
sure gradient becomes more adverse; this possibly reflects the 
lower initial value of wall friction velocity, u*, and a relatively 
greater rate of increase of u* in the initial stages of transition. 

Free-stream turbulence has a strong effect on the preceding 
laminar layer; results show a strong and consistent trend to
ward lower values of u+ in the outer region of the boundary 
layer as Tu is increased. This may result from an increase in 
wall shear stress throughout the layer associated with the higher 
levels of free-stream turbulence. There is an associated reduc
tion in undershoot of the turbulent wall layer asymptote for 
the intermediate intermittency velocity profiles and the velocity 
profiles at transition completion show a more extensive region 
of the wall similarity with increasing turbulence level. These 
observations are consistent with the reduced lag in adjustment 
of form factor, H, during transition under high free-stream 
turbulence conditions. 

Although the F(y) procedure provided a consistent basis for 
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Fig. 6 Raw and normalized distributions of form factor variation through 
transition under high free-stream turbulence conditions 

defining the physical extent of transition there remain, under 
high turbulence levels and at low intermittencies, significant 
deviations from the usual laminar layer profiles. Free-stream 
turbulence changes the entire velocity profile and therefore 
affects both the form factor and the skin friction. 

Variation in Form Factor 

All velocity traverses were integrated to give information on 
the variation of integral parameters through the transition 
region. Results for the high, medium, and low free-stream 
turbulence cases are presented in Figs. 6,7, and 8, respectively. 
The curves of H as a function of £ are widely spread due to 
the different values of H upstream and downstream of tran
sition associated with variations in pressure gradient, free-
stream turbulence, and Reynolds number. An additional set 
of curves provides the variation of normalized form factor 
H' ={H-He)/(H,-He), following a procedure similar to that 
of Abu-Ghannam and Shaw. This eliminates differences in 
starting conditions and in the fall in H through transition and 
allows the similarity of the form factor distributions between 
transition inception and completion to be examined. 

Normalization of the form factor distribution significantly 
reduces the spread in the data. A universal normalized distri
bution cannot be expected because of the subtransition effects 
on the preceding laminar layer and the lag effects on the de
veloping turbulent layer. The scatter in the normalized curves 
is, however, no greater than that reported by Abu-Ghannam 
and Shaw despite the coverage of a wider range of pressure 
gradients. 

Various authors have assumed some form of similarity in 
the form factor variation as a basis for describing transitional 
flow behavior. Dhawan and Narasimha (1958) gave the fol
lowing approximate relation: 
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Fig. 7 Raw and normalized distributions of form factor variation through 
transition under moderate free-stream turbulence conditions 

which implies a linear relation between form factor and in
terim ttency. This gave a fair fit to the experimental cases con
sidered. Abu-Ghannam and Shaw (1980) examined a wider 
range of experimental data and fitted the approximate relation 

H' = l-sin(7rrj/2) (6) 

where -q = £/3.36. Equations (5) and (6), designated DN and 
AGS respectively, have been plotted in Figs. 6 and 7, and 8 
to permit a comparison with the variation in normalized form 
factor observed in the present investigation. 

The measured values of H at transition inception (£ = 0) are 
noticeably below the Falkner-Skan values for steady laminar 
boundary layers having the same local value of pressure gra
dient parameter, X9(. This is evidently due to the presence of 
slight turbulent mixing in the subtransition zone upstream of 
transition inception. The deficit in initial form factor values 
increases as the free-stream turbulence level becomes higher 
and the subtransition is more extensive. There is a tendency 
for dH/dx to be negative at transition inception although this 
behavior is less pronounced for higher adverse pressure gra
dients. Measurements, with a nominal turbulence level of 2 
percent, in a mild favorable pressure gradient by Blair (1982), 
and under zero pressure gradient by Suder et al. (1988), also 
show that H has fallen well below the fully laminar level prior 
to the commencement of transition. 

The value of H at the end of transition (£ = 3.36) appears 
to have stabilized only for the low adverse pressure gradient 
cases DPO and DPI. There is a systematic trend for dH/dx to 
become increasingly negative at £ = 3.36 as the pressure gra
dient becomes more adverse. This effect becomes more pro
nounced as the free-stream turbulence level is reduced. It is 
most clearly seen for the low turbulence data of Fig. 8, where 
the observations were made over an extended range of stream-
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Fig. 8 Raw and normalized distributions of form factor variation through 
transition under low free-stream turbulence conditions 

wise positions upstream and downstream of the transition re
gion. 

Figure 8 shows that for the strong adverse pressure gradient 
case DP6, the form factor continues to fall markedly after the 
intermittency measurements have indicated transition comple
tion, with about half the total drop in //occurring for £ > 3.36. 
The streamwise distance required to achieve stability of the 
velocity profile in this case is more than double the transition 
length. This emphasizes the need in experimental studies on 
transition for boundary layer traverses to be taken well up
stream and downstream of the transition region. 

One reason for increased lag effects in strong adverse pres
sure gradient boundary layers is the greater change in form 
factor through the transition region in this case. This arises 
because the laminar boundary layer form factor prior to tran
sition increases much more rapidly than that of the ensuing 
turbulent layer as the pressure gradient becomes stronger. The 
reduced lag effects for high free-stream turbulence conditions 
can be partly explained by the associated lower values of H 
prior to transition reducing the change in / / to be effected over 
the transition region; another factor could be the possible 
modification of turbulent mixing in the boundary layer as a 
result of disturbances in the free stream. 

The principal cause of increased lag effects under adverse 
pressure gradient conditions, however, is thought to be the 
time inherently required by the boundary layer velocity profile 
to regain local equilibrium after a disturbance. The experiments 
of Clauser (1956) suggested that a streamwise distance of be
tween ten and fifty absolute thicknesses was required for a 
fully turbulent layer to regain equilibrium. 

In Fig. 9 all readings from the three turbulence levels have 
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Fig. 9 Ratio of transition length to absolute thickness, as a function 
of pressure gradient parameter, for all three turbulent levels 

been plotted on the basis of transition length divided by ab
solute thickness at transition inception. The criterion of fifty 
absolute thicknesses is indicated for reference purposes. 
Whereas for zero and low adverse pressure gradients the tran
sition length comfortably exceeds the criterion, this is not the 
case for strong adverse pressure gradients. Any point with a 
stronger adverse pressure gradient parameter at transition in
ception than - 0.04 has a transition length of the order of fifty 
absolute thicknesses or lower and the potential to exhibit strong 
lag effects. If the points are reviewed individually it becomes 
clear that the designated pressure gradients, which show a 
spread on the / / ' -£ plot, are those which have a transition 
length shorter than fifty absolute thicknesses. Those showing 
the greatest lag are from the low turbulence level situation of 
Fig. 8 and correspond to the points on Fig. 9 giving the lowest 
values of the ratio of transition length to absolute thickness. 
Transition lengths for zero pressure gradient flows are typically 
an order of magnitude greater than those for strong adverse 
pressure gradients. 

The distributions of normalized form factor, described by 
equations (5) and (6), diverge somewhat over the forward part 
of the transition zone but the difference does not exceed the 
scatter in the observed values of//'. Dhawan and Narasimha's 
approximation tends to give a better representation of the 
experimental data in this region, but neither of the equations 
permits a variable value of dH/dx at transition inception to 
allow for subtransition effects in the preceding laminar layer. 

Over the rearward part of the transition zone the approxi
mate distributions of //'(§) described by equations (5) and (6) 
agree quite closely. Comparisons of the normalized form factor 
values in this region support the previous observations that 
lag effects tend to increase for stronger adverse pressure gra
dients, and to decrease with higher levels of free-stream tur
bulence. Again neither equation can accommodate the 
significant negative values of dH/dx at transition completion 
(£ = 3.36), which are associated with large lag effects. 

In general the Abu-Ghannam and Shaw relation (equation 
(6)) agrees most closely with the data for the zero pressure 
gradient cases. The Dhawan and Narasimha relation (equation 
(5)) represents data well for a weak adverse pressure gradient. 
Stronger adverse pressure gradients are not well represented, 
even if measured values of x, and xe are used, giving rise to 
higher form factors than predicted by the equations due to lag 
effects on the developing boundary layer. The deviations for 
strong adverse pressure gradients would be considerably greater 
if local equilibrium values for //, and He were employed, as 
would be the case in a boundary layer calculation where these 
values were not known a priori. 
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The foregoing observations call into question the common 
experimental approach of using form factor variations to de
fine the extent of transition. The use of boundary layer cal
culation methods relying on the existence of local equilibrium 
conditions in the transition region and the emerging turbulent 
boundary layer should also be questioned. In particular, the 
practice of linearly combining the laminar and turbulent prop
erties in proportion to the intermittency is unlikely to provide 
a representative solution for transitional flow under strong 
adverse pressure gradient conditions. 

Conclusions 

Measurements of boundary layer transition covering a wide 
range of turbulence levels and adverse pressure gradients have 
been reported. Results are presented for high, moderate, and 
low turbulence levels. Under high levels of free-stream tur
bulence and adverse pressure gradient the results exhibit a 
pronounced subtransition. It is shown that use of the Nara-
simha procedure for determining transition inception gave a 
strong degree of similarity in the observed streamwise variation 
of intermittency through the transition region for all condi
tions. 

The intermittency distributions through the boundary layer 
exhibited a plateau in the incipient turbulent wall layer region 
extending to about y/h = 0.2. Within this region the free-stream 
conditions had only minor effects. In the outer part of the 
boundary layer the intermittency distributions were more 
strongly influenced by turbulence level and pressure gradient. 
The observed distribution in the outer layer under high free-
stream turbulence may have overestimated the intermittency. 

Effects of free-stream turbulence on the velocity profile in 
the early stages of transition are particularly strong. In the 
subtransition regime the entire velocity profile appears to be 
affected; the influence of free-stream turbulence on preceding 
laminar boundary layers needs further attention. There is a 
pronounced undershoot in the dimensionless velocity profile 
for intermediate values of intermittency under all conditions 
tested. 

Under the adverse pressure gradients typical of axial flow 
compressor operation, transition occurs much more rapidly 
than had previously been appreciated. Lag effects on the ve
locity profile are strong and the form factor responds suffi
ciently slowly to the perturbation imposed by transition that, 
in the short transition regions prevalent, much of the expected 
reduction in form factor may not have occurred prior to the 
end of transition. This raises questions about the use of form 
factor as an indicator of the extent of transition in experimental 
work. The physical effects of transition are not confined to 
the immediate transition region and future experimental in
vestigations of transition should include boundary layer trav
erses taken an adequate distance upstream and downstream 
of the transition zone. 

The existence of significant lag effects is not consistent with 
the derivation of integral properties by linear combination of 
laminar and turbulent values. For boundary layer calculations 
simple integral methods will not be appropriate under these 
conditions and alternative approaches should be considered. 
Some form of lag approach appears to be necessary; the in
corporation of the Narasimha intermittency distribution is a 
logical starting point since it provides the most consistent sim
ilarity basis under all conditions of adverse pressure gradient 
and free-stream turbulence. 

Acknowledgments 
The work has been supported by Rolls-Royce pic and the 

Australian Research Council. The active encouragement given 
by Dr. P. Stow and the careful experimental work of Mr. A. 
R. Blunden are appreciated. 

References 
Abu-Ghannam, B. J., and Shaw, R., 1980, "Natural Transition of Boundary 

Layers—The Effects of Turbulence, Pressure Gradient, and Flow History," 
Journal ofMech. Eng. Set., Vol. 22, No. 5. 

Alt, P., 1987, "An Intermittency Meter for Investigating Boundary Layer 
Transition," University of Technology, Sydney, Technical Report No. NSWIT/ 
ME17. 

Ashworth, D. A., LaGraff, J. E., and Schultz, D. L., 1989, "Unsteady 
Interaction Effects on a Transitional Turbine Blade Boundary Layer," ASME 
JOURNAL OF TURBOMACHINERY, Vol. I l l , pp. 162-168. 

Blair, M. F., 1982, "Influence of Free-Stream Turbulence on Boundary Layer 
Transition in Favorable Pressure Gradients," ASME Journal of Engineering 
for Power, Vol. 104, pp. 678-685. 

Clauser, F. H., 1956, "The Turbulent Boundary Layer," Advances in App. 
Mech., Vol. IV, pp. 1-51. 

Dey, J., and Narasimha, R., 1988, "An Integral Method for the Calculation 
of 2-D Transitional Boundary Layers," Dept. of Aerospace Eng., Indian In
stitute of Science, Report No. 88FM7. 

Dhawan, S., and Narasimha, R., 1958, "Some Properties of Boundary-Layer 
Flow During the Transition From Laminar to Turbulent Motion," Journal of 
Fluid Mech., Vol. 3, pp. 418-436. 

Emmons, H. W., 1951, "The Laminar-Turbulent Transition in a Boundary 
Layer—Part 1," Journal of Aero. Sci., Vol. 8. 

Fraser, C. J., Milne, J. S., and Gardiner, I. D., 1988, "The Effect of Pressure 
Gradient and Freestream Turbulence Intensity on the Length of Transitional 
Boundary Layers," Proc. Instn. Mech. Engrs., Vol. 202, No. C3, pp. 195-203. 

Gostelow, J. P., and Blunden, A. R., 1988, "Investigations of Boundary 
Layer Transition in an Adverse Pressure Gradient," ASME JOURNAL OF TUR
BOMACHINERY, Vol. I l l , pp. 366-375. 

Gostelow, J. P., 1989, "Adverse Pressure Gradient Effects on Boundary Layer 
Transition in a Turbulent Free Stream," presented at the 9th ISABE, Athens, 
Greece. 

Narasimha, R., 1957, "On the Distribution of Intermittency in the Transition 
Region of the Boundary Layer," J. Aero. Sci., Vol. 24, p. 711. 

Narasimha, R., 1985, "The Laminar-Turbulent Transition Zone in the Bound
ary Layer," Progress in Aerospace Science, Vol. 22, pp. 29-80. 

Suder, K. L., O'Brien, J. E., and Reshotko, Eli, 1988, "Experimental Study 
of Bypass Transition in a Boundary Layer," NASA TM-100913. 

Walker, G. J., 1987, "Transitional Flow on Axial Turbomachine Blading," 
AIAA Paper No. 87-0010, and AIAA Journal, Vol. 27, No. 5, pp. 595-602. 

Walker, G. J., and Gostelow, J. P., 1990, "Effects of Adverse Pressure 
Gradients on the Nature and Length of Boundary Layer Transition," ASME 
JOURNAL OF TURBOMACHINERY, Vol. 112, pp. 196-205. 

D I S C U S S I O N 

W. B. Roberts1 

1 Would the authors please clarify the physical phenom
enon that is shown in Fig. 9? It appears from this figure that 
an increase in turbulence level leads to an increase in transition 
length. This is contrary to the effect that is observed for tran
sition length on flat plates. 

2 It appears from Fig. 9 that the effect of adverse pressure 
gradient is much more important for transition length than 
the turbulence level. Would the authors please comment? 

I commend the authors for their work on transition. It is 
sorely needed and greatly appreciated. 

Authors' Closure 

The authors appreciate the helpful questions and comments 
of Dr. Roberts. He correctly observes that under zero pressure 
gradient conditions the trend of measurements taken by several 
authors is for the transition length to decrease with an increase 
in turbulence level. In this context the transition length is most 
frequently described by a difference between length or mo
mentum thickness Reynolds numbers, Re* or Re#, at transition 
onset and completion. A compilation of such data was pre
sented by Gostelow and Blunden (1988). At zero pressure gra
dient the authors' own data are fully consistent with that trend. 

The situation is complicated by the different ways in which 
the various authors have defined the onset and completion of 
transition and by the changes in parameters, such as Rex , Reg, 

'Director and Senior Associate, Flow Application Research, Fremont, CA 
94539. 
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An Experimental Study of Local 
Wall Shear Stress, Surface Static 
Pressure, and Flow Visualization 
Upstream, Alongside, and 
Downstream of a Blade 
Endwall Corner 
The experimental study reported in this paper was performed to acquire information 
on the distribution of wall shear stress and surface static pressure in a blade endwall 
corner. The blade endwall corner region investigated was divided into three sections: 
0.4 chord length upstream of the blade leading edge, inside the endwall corner 
region, and one chord length downstream of the blade trailing edge. The maximum 
increases in the values of wall shear stress were found to exist on the endwall, in 
the corner region, between the blade leading edge and the location of maximum 
blade thickness (= 140 percent maximum increase, compared to its far upstream 
value, atx/D = 6). Surface flow visualization defined the boundaries of the vortex 
system and provided information on the direction and magnitude of the wall shear 
stress. The acquired results indicated that the observed variations of wall shear stress 
and surface static pressure were significantly influenced by the interaction of sec
ondary flows with pressure gradients induced by the presence of blade curvature. 

Introduction 
A major part of the secondary flow losses in turbomachines 

is due to the interaction of the wall boundary layer with the 
blade rows in the blade endwall region. The secondary flow 
in this region is a complex three-dimensional, rotational, slen
der shear flow. A common feature observed experimentally in 
this region is the occurrence of three-dimensional separation 
of the boundary layer, upstream of the blade leading edge, 
with curved separation lines present on the endwall surface 
ahead of the blade, as shown in Fig. 1. When a boundary layer 
developed on the endwall approaches the blade, it will expe
rience an adverse pressure gradient, causing the boundary layer 
to be skewed (deflected) resulting in generation of streamwise 
vorticity just upstream of the blade leading edge. The boundary 
layer separates in the vicinity of the blade leading edge and 
the separation point is called the "saddle point" (nodal or 
standoff point of separation). This separated boundary layer 
then rolls up, forming a horseshoe shaped vortex that wraps 
around the blade leading edge. The flow dominated by the 
horseshoe vortex is known as "secondary flow of the first 

Contributed by the International Gas Turbine Institute and presented at the 
35th International Gas Turbine and Aeroengine Congress and Exposition, Brus
sels, Belgium, June 11-14, 1990. Manuscript received by the International Gas 
Turbine Institute January 26, 1990. Paper No. 90-GT-356. 

kind'' or' 'skew-induced secondary flow.'' The size and strength 
of the horseshoe vortex have been reported to be strongly 

Fig. 1 Schematic showing the formation of the horseshoe vortex by 
the skewing and the separation of the two-dimensional boundary layer 
ahead of the blade leading edge; the vortex system at the trailing edge 
is suggested by Hazarika et al. [8] 
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dependent on the blade leading edge shape [1, 2]. A thicker 
incident boundary layer resulted in a larger horseshoe vortex 
[3]. 

In a turbine cascade, the evolution of different types of 
secondary flows has been described by many investigators 
[4-7]. In a simplified blade endwall corner, in addition to the 
horseshoe vortex, Hazarika et al. [8] suggested the existence 
of another vortex termed the corner vortex, in a region between 
the horseshoe vortex and the corner formed by two bodies, 
within a short distance downstream of the blade leading edge. 
The rotational direction of the abovementioned corner vortex 
was observed opposite to that of the horseshoe vortex [8]. The 
presence of a corner vortex was also reported by Dickinson 
[9] and Gorski et al. [10]. In addition to the corner vortex, 
Hazarika et al. [8] also observed the formation of a pair of 
counterrotating vortices between the corner vortex and the 
corner formed by the two bodies downstream of the maximum 
thickness section of the blade. These counterrotating vortices 
were noted to be produced by the action of anisotropic and 
inhomogeneous turbulence, i.e., Reynolds stress gradients in 
the plane normal to the primary (streamwise) flow direction 
[8]. This kind of secondary flow is known as "secondary flow 
of the second kind" or "stress-induced secondary flow." They 
proposed that one of these vortices (next to the blade surface) 
will merge with the corner vortex (see Fig. 1). 

Surface oil flow visualization studies made by Sepri [11], 
Chu and Young [12], the measurements conducted by Binder 
and Romey [13] downstream of a turbine stator, and by Nar-
anjit [14] and Barber [3] downstream of a wing-body junction, 
implied that some secondary flows existed far downstream of 
the trailing edge. It follows that the complex vortex structure 
generated ahead and downstream of the blade leading edge 
will shed down and influence not only the endwall corner region 
but also the wake region generated at the trailing edge of the 
blade. 

The Preston tube has been extensively used in different three-
dimensional flows [15-21] and has been found easy to use. It 
was found that accurate results, even in three-dimensional 
turbulent flows, can be obtained with the Preston tube if the 
probe is aligned with the local flow direction [20, 21]. 

Surface static pressure is commonly measured by wall pres
sure taps. However, due to the large number of measuring 
points needed at some stations, it was not practical to use wall 
pressure taps. Instead, a conventional static pressure probe 
was used, resting on the surface, to measure the surface static 
pressure. Sproston and Goksel [22] calibrated a static pressure 
probe resting on the surface against the conventional wall 
pressure taps in zero as well as nonzero pressure gradient flows. 
The agreement between the two methods was within 2 percent 
of the free stream dynamic head. More recently, Bhargava and 
Raj [23] investigated the surface static tube accuracy in three-
dimensional turbulent flows and showed that the surface static 
tube can be used with a maximum error of less than 7 percent 
of free-stream dynamic head compared to the conventional 
technique. 

It should be mentioned that the experimental results reported 
here are from two investigations carried out independently but 

on the same test model. In one study, two regions, namely, 
upstream of the blade leading edge and inside the endwall 
corner, were investigated. The second study included the region 
downstream of the blade trailing edge. Some of the results 
presented in this paper were reported by Bhargava et al. [15]. 
The main objective of combining the abovementioned two 
studies was to understand the influence of secondary flows 
and blade curvature on the distribution of wall shear stress 
and surface static pressure in the entire endwall corner region. 

Experimental Method 
A low-speed open circuit wind tunnel, having nonuniformity 

in the free-stream mean velocity of less than ±0.5 percent in 
the test section, was used for the experiments. The free-stream 
turbulence intensity in the test section, in the absence of the 
test model, was less than 0.1 percent at a flow velocity of 20 
m/s and higher. The experimental data was acquired at a free-
stream velocity of 27.3 ± 0.3 m/s. 

The blade endwall corner test model was constructed by 
mounting two NACA 65-015 base profile blades fixed on either 
side of the flat plate along the centerline as shown in Fig. 2. 
The blades had a chord and a span of 25.4 cm and 21.9 cm, 
respectively, with a leading edge diameter of 1.27 cm and a 
0.254 cm trailing edge diameter. The test model was fixed in 
the test section with the flat plate in a horizontal position 
midway between the top and bottom test-section walls. A sche
matic of the test model with the measuring stations is shown 
in Fig. 2. The locations of the axial measuring stations are 
given in Table 1. 

A combination of two grids was used to create a free-stream 
turbulence level of 1.5 percent at 107 cm downstream of the 
grids (location of the blade leading edge). This higher than 
normal level of free-stream turbulence was introduced in order 
to prevent a separation bubble and to increase the boundary 
layer thickness over the blade surface. 

Two surface flow visualization techniques were used, namely, 
oil film and dot matrix surface flow visualizations. Surface oil 
film flow visualization was carried out using lampblack mixed 

Fig. 2 Schematic of the test model and the measuring stations 

Nomenclature 

CP 
P 

PKt 

D = 

= airfoil chord length 
= static pressure coefficient 
= surface static pressure 
= reference static pressure 

(equal to ambient pres
sure) 
blade leading edge diame
ter 

C/oo = local free-stream mean ve
locity in X direction 

X, Y, Z = coordinates in the frame 
of reference of the test 
model 

x, y, z = distances in X, Y, and Z 
directions, respectively 

p = density of air 

TWOo 

local wall shear stress 
wall shear stress one chord 
length upstream of the 
blade leading edge 
local minimum wall shear 
stress 
local maximum wall shear 
stress 
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Table 1 Locations of the axial measuring stations 

Station # 

0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 

Axial Distance 
x (mm) 

-254.0 
-101.6 
-76.6 
-50.8 
-25.4 
25.4 
76.2 

127.0 
152.2 
203.2 
251.0 
254.0 
260.4 
266.7 
279.4 
304.8 
355.6 
431.8 
508 

x/c 
(c-254 mm) 

-1.0 
-0.4 
-0.3 
-0.2 
-0.1 
0.1 
0.3 
0.5 
0.6 
0.8 
0.99 
1.0 
1.025 
1.05 
1.1 
1.2 
1.4 
1.7 
2.0 

x/D 
(D=12.7mm) 

-20.0 
-8.0 
-6.0 
-4.0 
-2.0 
2.0 
6.0 

10.0 
12.0 
16.0 
19.75 
20.0 
20.5 
21.0 
22.0 
24.0 
28.0 
34.0 
40.0 

Table 2 Preston tube details 
Probe 
No. 

1 
2 
3 

size 

Small Preston tube 
Medium Preston tube 
Large Preston tube 

, outer dia. 
(mm) 

0.8128 
1.0795 
1.2700 

inner dia. 
(mm) 

il
l 

inner/outer dia 

0.6094 
0.6353 
0.6600 

with #2 Diesel and Oleic acid as dispersing agent. Surface 
streamline flow visualization was carried out using polyure-
thane enamel paint and mineral spirits, a technique similar to 
the one used by Langston and Boyle [24]. 

The wall static pressure was measured using a commercially 
available pitot-static probe of 1.59 mm outer diameter. A Kiel 
probe was used to measure the reference total pressure, which 
was maintained constant during the entire experiment. 

The wall shear stress measurements were achieved with the 
specially constructed Preston tubes along with the calibration 
equations suggested by Patel [25]. Three sizes of Preston tube 
were constructed from stainless steel hypodermic needle tubing 
with the dimensions as provided in Table 2. Figure 3 shows a 
schematic of the Preston tubes employed in the experiment. 
The geometrically similar circular Preston tubes were chosen 
to have, as nearly as possible, a ratio of inner to outer diameters 
of 0.6, to be within the size range of Preston tubes used by 
Patel [25] in obtaining the calibration equations for measuring 
the local wall shear stress. Also, the available sizes of hypo
dermic needles have approximately this ratio. Finally, this type 
of tube is robust and any thinner tube will be liable to damage 
and difficult to construct. The tubes were bent to the shapes 
shown in Fig. 3 so that the tip of the probe could be rotated 
concentrically about its axis of rotation (stem). This is im
portant when aligning the probe tip with the flow direction to 
avoid displacing the tip away from the desired measuring point, 
because in a flow situation where wall shear stress changes 
appreciably over a small distance, the Preston tube tip dis
placement can give an error in the measured value of the wall 
shear stress. Preston tube No. 1 was used to measure the wall 
shear stress upstream and in the corner region. Preston tube 
No. 2 was used to measure wall shear stress downstream of 
the corner. Preston tube No. 3 was used to corroborate the 
results of Preston tubes No. 1 and No. 2. The probes were 
positioned with a traversing mechanism and a rotary device. 

It should be mentioned here that all measurement points 
were taken on the right-hand side (looking downstream) of the 
geometric plane of symmetry (centerplane), i.e., positive y. 
Attempts were made to attain flow symmetry across the cen
terplane by placing two pitot-static probes, one on each side, 
at mirror image locations, and the blade alignment was ad
justed to give equal pressure readings for both probes. How
ever, absolute flow symmetry could not be achieved. Similar 
observations can also be made from the total pressure profiles 
of Barber [3], and McMahon et al. [26]. 

All Dimensions are in mm 

Probe No. 1 Probe No. 2 Probe No. 3 

Fig. 3 Schematic of the Preston probes 

Results and Discussion 
Flow Visualization. An overall photograph of the flow pat

tern on the flat plate surface is shown in Fig. 4. In this pho
tograph, the dot traces are actually wall streaklines, or in other 
words, the curve composed of all fluid particles that have 
passed over the dye dot. The wall streamlines (limiting stream
lines) and wall streaklines are identical for a steady flow. It 
was observed that the wind tunnel start-up did not measurably 
affect the steady-state flow visualization final pattern [24]. The 
resulting flow pattern on the flat plate surface shows a typical 
horseshoe vortex that forms ahead of the blade leading edge 
with a saddle point located at a distance of approximately 10 
mm upstream of the blade leading edge. From this saddle point 
two separation streamlines originate and wrap around the blade, 
one on each side. 

The perpendicular distance (distance in Y direction) between 
the separation streamline and the blade surface increases to a 
maximum of 13 mm at the location of maximum blade thick
ness, then starts decreasing to a minimum of 7 mm at the 
downstream axial location of 203 mm. These observations are 
identical to those observed by Hazarika et al. [8] on a similar 
test model. As the flow proceeds downstream, the perpendic
ular distance between the limiting separation streamline and 
the blade surface increases and is 12 mm at the location of the 
trailing edge. Proceeding downstream of the blade trailing 
edge, the distance between the limiting separation streamline 
and the centerplane continues to increase and reaches 40 mm 
at axial location of one chord length downstream of the blade 
trailing edge (see Figs. 4 and 5). 

At the trailing edge location, two more limiting streamlines 
form, one on each side of the centerplane, which will be labeled 
as "wake limiting streamlines." A general flow diagram con
structed from flow visualization is presented in Fig. 5. The 
wake limiting streamlines seem to diverge the separation lim
iting streamlines away from the centerplane. The curvature 
imposed upon the separation streamlines is at its largest at the 
trailing edge location and diminishes as the flow proceeds 
downstream. The displacement effect imposed by the blade 
wake limiting streamlines upon the oncoming upstream flow 
is caused by the induced pressure gradients in the downstream 
vicinity of the trailing edge (see Fig. 8). This effect diminishes 
as the flow proceeds farther downstream of the blade trailing 
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(xiD = - 2), in the vicinity of the blade leading edge. At a
distance ofylD = 6, the value of Cp approaches approximately
(within 2 percent of free-stream dynamic head) its value far
upstream, at xlD = - 20, of the blade leading edge.

In the corner region, the variation of Cp on the flat plate
surface is shown in Fig. 7(a). At each axial station up to xlD

. = 12, except at xlD = 2, static pressure decreases as the
cornerline (defined as the line of intersection of two surfaces
forming the corner region) is approached, in comparison to
static pressure far away from the cornerline. This observed
variation occurs because the streamlines are more curved near
the cornerline as compared to those far away from the blade
surface. However, at xlD = 2, the value of Cp increases by
a small amount in the close vicinity of the cornerline. The trend
in Cp variation reverses downstream of xlD = 12. Also, the
rate at which surface static pressure decreases, at any axial

edge and the limiting separation streamlines become essentially
parallel to the centerplane. The divergence of the streamlines
can be attributed to the downwash contribution of the
horseshoe vortex in this region. Surface oil film flow visual
ization results gave a continuous pattern of these streaks.

The video tape recorded, while performing the surface oil
film flow visualization, showed that there were two regions in
which the oil film was swept away first. In other words, these
are two regions where the flat plate surface beneath the oil
film has been revealed earlier than the rest of the surface. The
first region, in the endwall corner region, covers the area that
extends from xlD = 2 to xlD = 6 and between the blade
surface and the limiting separation streamline. The second
region is the area just downstream of the corner formed by
the blade trailing edge and the flat plate surface and bounded
by the wake limiting streamlines. The appearance of the first
region can be explained in conjunction with the results of the
local wall shear stress in the corner region. The high magnitude
of wall shear stress in this region sweeps the oil film down
stream with greater shearing action than the other regions (see
Fig. I I(a)). In the second region, i.e., downstream of the trail
ing edge, the wall shear stress levels are of low magnitude (see
Fig. 12). The appearance of the surface in this case (i.e., in
the second region) can be attributed to the induced pressure
gradients in this region (see Fig. 8), which displace the on
coming upstream oil film away from this region and prevent
it from being covered again.

Surface Static Pressure. The static pressure coefficient is
defined as

Cp = (P-Pred/0.5 p u'2",
where P = local surface static pressure; Pref = reference static
pressure (taken as atmospheric pressure); 0.5 p u'2", = free
stream dynamic pressure measured at one chord upstream of
the blade leading edge.

Surface static pressure variation upstream of the blade lead
ing edge is shown in Fig. 6. In the upstream region of the blade
leading edge, surface static pressure decreases in the Y direc
tion. The rate of decrease is maximum at axial Station #4
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Fig. 8 Surface static pressure distribution downstream of the blade 
trailing edge 

station (except at x/D = 16and#/D = 19.75), as the cornerline 
is approached, is larger upstream compared to that down
stream of the maximum blade thickness location. In the stream-
wise direction, along the corner, the static pressure first 
decreases up to x/D = 1 0 and, thereafter, it increases as the 
flow approaches near the blade trailing edge. This trend can 
be mainly attributed to the presence of streamwise curvature. 
The flow is expected to accelerate in the axial direction from 
the blade leading edge up to its maximum thickness point 
(x/D = 8) and then decelerate as the blade trailing edge is 
approached. 

On the blade surface, static pressure variation at different 
axial stations is relatively smaller in comparison to that on the 
flat plate surface (Fig. 1(b)). At each axial station, except at 
x/D = 16 and x/D = 19.75, the static pressure increases as 
the cornerline is approached as compared to its value far away 
from the cornerline. However, at two axial stations, i.e., at 
x/D = 16 and x/D = 19.75, the surface static pressure de
creases as the cornerline is approached. In general, at any axial 
station, the observed increase or decrease in Cp value is within 
5 percent of the free-stream dynamic head. In the streamwise 
direction Cp variation is as expected on the blade surface. At 
a given axial station on the wing surface of a simplified wing-
body junction Shabaka [18] also reported very little variation 
in surface static pressure. Sepri [11] measured surface static 
pressure on the blade in a junction flow and found very small 
variation in Z direction at different axial stations. Therefore, 
the present study supports the findings of earlier investigators 
[11, 18]. 

Surface static pressure distribution on the flat plate for all 
axial stations downstream of the trailing edge (x/D = 20 to 
x/D = 40) is shown in Fig. 8. Surface static pressure is max
imum at the corner region formed by the trailing edge and the 
flat plate, as a result of the stagnation point there. It decreases 
in both the downstream (X) and the transverse (Y) directions 
away from the trailing edge. The rate of decrease in Cp is high 
at axial stations in the vicinity of the trailing edge and it is 
reduced downstream. Flat plate surface static pressure distri
bution downstream of the blade is similar to the static pressure 
distribution of the isolated airfoil wake reported by Munukutla 
[27]. The presence of maximum surface static pressure, at the 
trailing edge corner formed by two flat plates with aligned 
leading edges, has also been reported by Nakayama and Rahai 
[28]. It is consistent with the endwall corner region flow data 
of Hazarika et al. [8], on the same test model, at axial stations 
in the upstream vicinity of the trailing edge. This region of 
induced pressure gradient exists downstream of the blade trail
ing edge up to x/D « 28 (i.e., Station #16). 

Wall Shear Stress. Local wall shear stress distribution, 
measured by the three sizes of Preston tube, at two axial sta-

Fig. 9 Comparison of wall shear stress values measured by the three 
sizes of Preston probe 

tions, namely, Station #14 and Station #16 (x/D = 22 and 
x/D = 28) is shown in Fig. 9. Values of the local wall shear 
stress for the three sizes of Preston tubes compared well and 
were within an error of less than 5 percent. It is clear that 
Patel's calibration equations adequately account (within the 
experimental error) for the tube size. 

The nondimensional wall shear stress (normalized by the far 
upstream value of the wall shear stress at x/D = - 20 and 
y/D = 0) upstream of the blade leading edge at four axial 
stations is shown in Fig. 10. This presentation of the local wall 
shear stress instead of the usual skin friction coefficient is 
selected because the local free-stream velocity varies at dif
ferent axial locations. Moreover, in the corner region it is 
difficult to define the local free-stream velocity because of the 
interacting nature of shear layers. The local wall shear stress 
at x/D = -20 and y/D = 0 is approximately (within 3 percent) 
equal to the two-dimensional value at the same axial location. 
In Fig. 10 the distance y is normalized by the blade leading 
edge diameter because in the upstream region the flow is ex
pected to be influenced more by the size and shape of the blade 
leading edge than the blade chord. It is clearly observed that 
the wall shear stress decreases as the blade leading edge is 
approached. The maximum decrease ( = 40 percent) in the wall 
shear stress occurs near the stagnation streamline where the 
adverse pressure gradient is also maximum. The wall shear 
stress values are found to reach the two-dimensional value 
within a distance of ~ 6D in the Y direction at different axial 
stations. 

Wall shear stress variation on the flat plate surface, in the 
corner region, is shown in Fig. 11(a). At different axial stations 
up to x/D = 12, the shear stress increases as the cornerline is 
approached and very close to the cornerline it decreases. How
ever, at Stations #9 and #10 (x/D = 16 and x/D = 19.75) the 
wall shear stress value first decreases then increases as the 
cornerline is approached. In the close vicinity of the cornerline, 
wall shear stress again decreases. It is quite evident that the 
maximum value of the wall shear stress and its location from 
the cornerline change at different axial stations (see Fig. 11(a)). 
The maximum value of TW/TW!X occurs at x/D = 6 and it is 
almost 2.4 times the far upstream value of the wall shear stress. 

On the blade surface (Fig. 11(b)), at a given axial station, 
the local wall shear stress increases under the horseshoe vortex 
core and achieves a maximum value in the corner region and 
then is alleviated at far distances and reaches an asymptotic 
value (the wall shear stress value at z/D « 6). Also at axial 
stations, downstream of the maximum blade thickness loca
tion, the asymptotic values of the wall shear stress are lower 
than its upstream values. The maximum value of the wall shear 
stress and its location from the cornerline changes. 
However, the trend in variation of the location of maximum 
value at various axial stations is different in comparison to 
that observed on the flat plate surface in the corner region. It 
can be noted that at Stations #9 and #10 (x/D = 16 and 
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Fig. 11 Wall shear stress variation in the blade endwall corner [15] 

x/D = 19.75), Fig. 11(b), there is a relatively small increase 
(if any) in the values of wall shear stress as the cornerline is 
approached. This indicates the presence of vortical flow closer 
to the blade and can be due to the corner vortex suggested by 
Hazarika et al. [8]. 

In the corner region, at different axial stations, the maximum 
values of the wall shear stress are consistently higher on the 
blade surface compared to that on the flat plate surface of the 
test model (Fig. 11). This is caused by the thinner boundary 
layer on the blade surface, resulting in higher velocity gra
dients, compared to that on the flat plate at the same axial 
location. Asymptotic values (the wall shear stress value at 
y/D ~ 6) of the wall shear stress on the flat plate surface in 
the corner region are higher by approximately 25 percent than 
the far upstream value. However, on the blade surface pre
ceding the maximum thickness of the blade, asymptotic values 
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Fig. 12 Wall shear stress variation downstream of the blade trailing 
edge 

are still high but are lower than the values upstream of the 
blade maximum thickness. This is caused by the presence of 
blade curvature. The flow is expected to accelerate up to the 
location of maximum thickness, giving rise to higher velocity 
gradients. In the region downstream of the blade maximum 
thickness, the flow is expected to decelerate, resulting in lower 
velocity gradients. On the flat plate surface the location of the 
maximum value of the wall shear stress moves from 4 mm near 
the blade leading edge location to 11 mm at the last station 
(x/D = 19.75). However, on the blade surface the location of 
the maximum value of wall shear stress first moves closer to 
the cornerline and then moves away from it to a distance of 
» 45 mm at the last axial station (x/D = 19.75). 

From the aforementioned observations, it can be summa
rized that streamwise curvature thus introduced will give rise 
to stretching or compressing of the horseshoe vortex, depend
ing on the type of curvature, resulting in intensification or 
attenuation of vorticity. On the flat plate surface of the test 
model, the maximum value of wall shear stress at different 
axial stations first increased up to the maximum blade thickness 
location (see Fig. 11). This increase can possibly be associated 
with the horseshoe vortex stretching because of the presence 
of acceleration in the flow. However, downstream of the blade 
maximum thickness location the flow decelerates, and the 
horseshoe vortex gets attenuated, and as a result maximum 
value of the wall shear stress is observed to decrease. The 
variation in the location of the maximum value of the wall 
shear stress on both surfaces in the corner region suggests that 
the horseshoe vortex gets distorted in the downstream direction 
as it moves along the corner. 

. The variation of the normalized local wall shear stress on 
the flat plate surface downstream of the corner region is shown 
in Fig. 12. A common trend is obvious at all stations: Departing 
the centerplane (y/D = 0), with local minimum wall shear 
stress (labeled T^M), the wall shear stress rises sharply from 
T„,mini to a local maximum value of T„,maxi- This is a region of 
downwashed wake. This rise is then followed by a sharp fall 
to another local minimum value of T^M (flow upwash) and 
finally, it rises to its local asymptotic value (wall shear stress 
far from the centerplane; i.e., two-dimensional value). It is 
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clear from these trends that three dimensionality in the 
flow will persist far downstream of the blade trailing edge 
(>x/D = 40 or one chord length). The value of wall shear 
stress at the centerplane (rwmin{) increases from a very small 
value of 0.14 T,„„ at Station #12 (x/D = 20.5) to the local 
asymptotic value at Station #18 (x/D = 40). This is an indi
cation of the wake recovery (wake deficit is reduced). Pro
ceeding downstream of the blade trailing edge, the rate of rise 
from T)Vmjni to T„,maxl decreases while the rate of decrease from 
Tmnaxi t 0 7"limin2 essentially remains the same. The rate of in
crease from T„,mjn2 to TIV„ decreases, as the flow proceeds down
stream, and the increase ceases at an axial location of 
approximately 1.5 c (x/D = 30). The monotonic increase in 
the values of Tlvminl and Tlvmaxl in the downstream direction is 
an indication of a recovery in the flow. 

Conclusions 
The measurements of surface static pressure, local wall shear 

stress, and flow visualizations were made to cover regions from 
0.4 chord length upstream of the blade leading edge to one 
chord length downstream of the blade trailing edge. The fol
lowing conclusions can be drawn from the results of these 
measurements: 

1 Flow visualization on the flat plate surface (endwall), in 
the blade endwall corner region, confirmed the presence of a 
single horseshoe vortex. It also confirmed the presence of high 
magnitude of wall shear stress on the flat plate between the 
blade leading edge and the point of maximum thickness. 

2 Surface static pressure varies significantly on the flat plate 
surface of the test model. However, on the blade surface, at 
any axial station, static pressure variation in the transverse (Z) 
direction is marginal. Downstream of the corner region surface 
static pressure is maximum at the blade trailing edge location 
and it decreases in both the downstream and transverse direc
tions. 

3 On the flat plate surface, in the corner region, the local 
wall shear stress increases significantly in the region very close 
to the blade surface as compared to the far upstream value 
except at two axial stations (x/D = 16 and x/D = 19.75). The 
trend in distribution of the wall shear stress on the blade surface 
is not similar to that on the flat plate surface. Downstream of 
the blade trailing edge, local wall shear stress increased to 
values exceeding the values found in the undisturbed boundary 
layer at that axial location. 

4 Results obtained from wall shear stress measurements in
dicated that three dimensionality in the flow exists far down
stream of the trailing edge of the blade and extends more than 
one chord length. Also, in the region upstream of the blade 
leading edge and in the corner region the endwall effects dom
inated up to 8D and 6D, respectively. 

5 Values of the local wall shear stress, measured by the three 
sizes of Preston tubes, compared well and were within the 
experimental error (< 5 percent). This indicates that Patel's 
calibration equations adequately accounted for the tube size. 
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Advances in the Numerical 
Analysis of Linearized Unsteady 
Cascade Flows 
This paper describes two new developments in the numerical analysis of linearized 
unsteady cascade flows, which have been motivated by the need for an accurate 
analytical procedure for predicting the onset of flutter in highly loaded compressors. 
In previous work, results were determined using a two-step or single-pass procedure 
in which a solution was first determined on a rectilinear-type cascade mesh to 
determine the unsteady flow over an extended blade-passage solution domain and 
then on a polar-type local mesh to resolve the unsteady flow in high-gradient regions. 
In the present effort a composite procedure has been developed in which the cascade-
and local-mesh equations are solved simultaneously. This allows the detailed features 
of the flow within the local mesh region to impact the unsteady solution over the 
entire domain. In addition, a new transfinite local mesh has been introduced to 
permit a more accurate modeling of unsteady shock phenomena. Numerical results 
are presented for a two dimensional compressor-type cascade operating at high 
subsonic inlet Mach number and high mean incidence to demonstrate the impact of 
the new composite- and local-mesh analyses on unsteady flow predictions. 

Introduction 
The development of theoretical analyses to predict unsteady 

flows in axial-flow turbomachines has been motivated pri
marily by the need to predict the aeroelastic behavior of the 
blading, e.g., the onset of blade flutter and the amplitudes of 
aerodynamically forced blade vibrations. For such purposes 
aerodynamic analyses must be capable of predicting the un
steady loads that act on the blades and arise from various 
sources of unsteady excitation, i.e., prescribed structural (blade) 
motions and external aerodynamic excitations. For flutter ap
plications it is only necessary to predict the unsteady loads 
arising from prescribed blade motions, while for forced re
sponse applications the unsteady loads due to incident entropic, 
vortical, and acoustic disturbances are also required. 

For the most part, the unsteady aerodynamic analyses that 
have been developed for turbomachinery aeroelastic applica
tions consider the blades of an isolated, usually two-dimen
sional, cascade. Viscous effects are neglected and the unsteady 
fluctuations are regarded as sufficiently small so that a li
nearized treatment of the unsteady flow is justified. Lineari
zations that include the effects of realistic design features, such 
as blade geometry, mean blade loading, and operation at tran
sonic Mach numbers, have been actively developed over the 
past decade (for reviews see Verdon, 1987 and Acton and 
Newton, 1987). Here, the unsteady flow is regarded as a small-
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amplitude harmonic (in time) fluctuation about a fully non
uniform mean or steady flow. The steady flow is determined 
as a solution of nonlinear inviscid equations, while the unsteady 
flow is governed by linear equations with variable coefficients 
that depend on the underlying steady flow. Although analyses 
based on this type of linearization (see Atassi and Akai, 1980; 
Whitehead, 1982; Verdon and Caspar, 1984; and Hall and 
Crawley, 1989) have received considerable attention in recent 
years, significant advances in the associated numerical solution 
procedures are still required. 

This paper described contributions to the numerical analysis 
of linearized unsteady flows around the vibrating blades of 
compressor-type cascades operating at high subsonic inlet Mach 
number and at high mean incidence. It builds upon the LIN-
FLO (Linearized INviscid FLOw) analysis developed by Ver
don and Caspar (1982, 1984) and is motivated by the need to 
provide an unsteady aerodynamic analysis for the prediction 
of subsonic/transonic positive incidence flutter in compressor 
blade rows. Subsonic/transonic positive incidence flutter is the 
most common type of flutter encountered in the fan and com
pressor stages of axial-flow turbomachines. It usually occurs 
in blading that is highly loaded and operating at high subsonic 
inlet Mach number. Flutter in bending, torsion, and coupled 
(bending-torsion) blade vibration modes have been observed 
over a reduced frequency (based on relative inlet flow speed 
and blade chord) range extending from 0.4 to 1.6 (see Fleeter, 
1979). 

The linearized unsteady aerodynamic analysis, LINFLO, 
accounts for the important effects of blade geometry, mean 
pressure rise (or fall) across a blade row, and shocks and their 
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Fig. 1 Two-dimensional vibrating transonic compressor cascade; 
M + „ < M _ „ < 1 

motions. The unsteady equations are solved numerically using 
an implicit least-squares finite-difference approximation that 
is applicable on arbitrary grids. Because of the stringent and 
often conflicting requirements placed on the construction of 
a computational mesh for cascade flows, a two-step solution 
procedure was adopted in previous work. The basic approach 
was first to capture large-scale unsteady phenomena on an H-
type cascade mesh of moderate density and then to determine 
detailed phenomena on a polar-type local grid of high density. 
The cascade mesh covers an extended blade-passage solution 
domain; the local mesh covers and extends well beyond a region 
of high velocity gradient, e.g., a region surrounding a rounded 
blade of leading edge (Verdon and Caspar, 1982) or a region 
containing a shock (Verdon and Caspar, 1984). The mean 
shock locus was approximated as being normal to the airfoil 
surface in the local unsteady calculation. Information deter
mined by the cascade-mesh solution provided the outer bound
ary-condition information for the local calculation, but there 
was no other communication between the two calculations. 
Thus, the local solution was essentially a correction to the 
cascade solution over the local-mesh region. 

In the present effort improvements have been made to these 
numerical solution methods so that flows around realistic com
pressor blades operating at high subsonic inlet Mach number 
and high mean incidence can be considered. For such appli
cations the local solution must provide an accurate description 
of the flow both in the vicinity of a rounded blade leading 
edge as well as in the vicinity of a shock. In addition, the global 
and local solutions should be coupled so that local unsteady 
information is allowed to impact the flow over an entire blade-
passage solution domain. Finally, a local-mesh topology in 
which mesh lines conform closely to the true mean shock locus 
should be employed. These considerations are addressed in the 
present paper and demonstrated through several example cal
culations. 

<=W/ 
/ 

/ 

Fig. 2 Steady-state, 
shock positions 

, and instantaneous, , blade, wake, and 

Problem Description 
We consider time-dependent adiabatic flow, with negligible 

body forces, of an inviscid non-heat-conducting perfect gas 
through a two-dimensional vibrating cascade (see Fig. 1). In 
the following discussion all physical quantities are dimension-
less. Lengths have been scaled with respect to blade chord, 
time with respect to the ratio of blade chord to the upstream 
free-stream speed, density and velocity with respect to the 
upstream free-stream speed, density and velocity, respectively, 
and pressure with respect to the product of the upstream free-
stream density and the square of the upstream free-stream 
speed. The mean of steady-state positions of the blade chord 
lines coincide with the line segments rj = £ tan G + mG, 
0<£<cos 9, m = 0, 1, 2, ..., where £ and -q are Cartesian 
coordinates attached to the blade row and pointing in the 
cascade axial and "circumferential" directions, respectively, 
m is a blade number index, 9 is the cascade stagger angle, and 
G is the cascade gap vector, which is directed along the t) axis 
with magnitude equal to the blade spacing. 

We consider the special case in which prescribed blade mo
tions are the only source of unsteady excitation. These motions 
are of small amplitude, periodic in time and in the r\ direction, 
i.e., 

<&B(x + mG, t)=Re{rB(x)exp[i(o>t+mo)]}, xtB (1) 
The relative displacement vector,(R , measures the displacement 
of a point on a moving surface (blade, wake, or shock) relative 
to its mean position (see Fig. 2). In equation (1) x is 
a position vector, t is time, Re { } denotes the real part off ], 
r is a complex displacement-amplitude vector with I rB I ~ 0(e), 
to is the frequency of the blade motion, a is the phase angle 
between the motions of adjacent blades, and B refers to the 
mean position of the reference (w = 0) blade surface. 
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The flows far upstream (£ < £ _) and far downstream (£>£ + ) 
from the blade row are assumed to be at most small irrotational 
steady perturbations of a uniform free stream. In addition, 
blade shape and orientation relative to the inlet free-stream 
direction, the inlet-to-exit mean static pressure ratio, and the 
amplitude, frequency, and mode of the blade motion are as
sumed to be such that the flow remains attached to the blade 
surfaces. Thus thin vortex sheets or unsteady wakes emanate 
from the blade trailing edges and extend downstream. Finally, 
any shocks that might occur are assumed to be of weak to 
moderate strength, have small curvature, and terminate in a 
continuous region of the flow, i.e., at a sonic point. 

As a consequence of our assumptions regarding shocks, the 
flow far upstream of the blade row, and the type of unsteady 
excitation, the time-dependent flow through the cascade can 
be regarded as isentropic and irrotational. In this case, the 
field equations that govern the flow reduce to 

dp 
^ + V - ( p V * ) = 0 (2) 

and 

P < T - ' ) = ( 7 M 2 „ J>) ( Y - l ) / - y _ = ( M „ ^ ) 2 

= l - ( 7 - l ) M l ( x > ( a f / 3 ^ + [ ( V $ ) 2 - l / 2 ] ) (3) 

where *, p, P, and A are the time-dependent velocity potential, 
density, pressure, and speed of sound propagation, respec
tively, M is the Mach number of the undisturbed or steady 
flow, 7 is the specific heat ratio of the fluid, and the subscript 
- oo refers to the upstream free-stream condition. The ad
missible solutions to equations (2) and (3), for the present 
application, are those in which acoustic disturbances in the far 
field ( £ s £ T ) either attenuate with increasing axial distance 
from the blade row or propagate and carry energy away from 
or parallel to the blade row. 

The foregoing equations must be supplemented by boundary 
conditions at moving blade surfaces, <$>m, and jump conditions 
at moving wakes, W„, and shocks, §&,„,„. Here, the subscript 
n refers to the «th shock associated with the mth blade. In 
particular, the flow must be tangential to the moving blade 
surfaces, the fluid pressure and normal velocity component 
must be continuous across blade wakes, and mass and tan
gential momentum must be conserved across shocks. In ad
dition to the field equations and surface conditions, information 
on the uniform inlet and exit flow conditions must be specified. 
Both steady and unsteady departures from these uniform con
ditions are determined as part of the time-dependent solution. 

For aeroelastic design applications the traditional approach 
is to examine limiting forms of the foregoing time-dependent 
nonlinear equations with the intention of providing unsteady 
aerodynamic response information efficiently and economi
cally. One such approach, in which the unsteady flow is re
garded as a small perturbation of a fully nonuniform mean 
flow, is described below. 

Linearized Unsteady Aerodynamic Formulation 
The equations governing small-amplitude time-dependent 

departures from a nonuniform mean flow are determined by 
first expanding the unsteady flow variables into asymptotic 
series in e, where 1611 ~ 0 ( e ) « l . In addition, Taylor series 
expansions for the flow variables and relations between the 
unit tangent, T, and normal n, vectors at a point on a moving 
surface, S, and the corresponding vectors at the location of 
this point on the mean surface, S, are applied to refer infor
mation at a moving blade, wake, or shock surface to the mean 
position of this surface. The equations for the steady and first 
order unsteady flows are then obtained by substituting the 
foregoing expansions into the full time-dependent governing 
equations, equating terms of like power in e and neglecting 
terms of higher than first-order in e. 

The equations that govern the steady background flow, which 
is assumed to be known in the present study, follow after 
replacing the time-dependent flow properties, $, P„ p, A, and 
V by their zeroth-order or steady counterparts, $, P, p, A, 
and V, respectively, in the nonlinear governing equations and 
setting temporal derivatives equal to zero. Numerical proce
dures for determining two-dimensional steady potential flows 
through cascades have been developed extensively, particularly 
for flows with subsonic inlet and exit Mach numbers. The 
usual practice is to solve the conservative form of the mass-
balance equation throughout the entire fluid domain. Thus, 
shock-jump conditions are usually not imposed directly. In
stead, shock phenomena are captured through the use of special 
differencing techniques. 

The Linearized Unsteady Problem. It follows from the 
differential form of the mass conservation law, equation (2), 
the Bernoulli relations, equation (3), the corresponding steady 
equations, and the asymptotic expansions for the flow variables 
that the linearized unsteady flow is governed by the field equa
tions 

iuip+ V -(pV^> + pV$) = 0 

and 

p/p = y-lp/P = ̂ -(a/A)= -A~2^ J2_ 
7 - l Dt 

(4) 

(5) 

where </>, p, p, and a are the complex amplitudes of the first 
harmonic unsteady velocity potential, density, pressure, and 
speed of sound propagation. resrjectivelv. and D/ 
Dt = iu + V- V is a mean flow convective derivative operator. 
Equations (4) and (5) can be combined to yield a single equation 
for the first-order velocity potential, i.e., 

yj2v
2<#. = ^ | + ( 7 - l ) V 2 * ^ + V ( V * ) 2 - V ^ / 2 (6) 

Dp Dt 

The following conditions on the linearized unsteady per
turbation apply at blade, Bm, wake, Wm, and shock, Shm%„, 
mean positions (Verdon, 1987). Note that the unit vectors n 
and T are directed such that nXT = e, points out from the page. 
The first-order flow tangency condition applies at mean blade 
surfaces (x€5m) and has the form 

V^-n=[/£orBm + (v*-T) (T-v) r B m - ( r B m -V)V*]-n (7) 

In addition, since the steady velocity and pressure are contin
uous and have continuous derivatives across blade wakes, i.e., 
the downstream mean-flow stagnation streamlines (x€ Wm), the 
first-order wake jump conditions reduce simply to 

~D~4> 
U.V</>]]-n = O a n d 

Dt 
= 0 (8) 

Finally, the conservation laws for mass and tangential mo
mentum at shocks (x€S/imn) yield the conditions 

npV0 + pV*H-n = HpD(/a>+(V*-T)T-V)(rSA„, „-n) 

and 

+ (ra»mf(,-n)T-V(Qp]|V*-T) (9) 

M = - r f f l m -n[[V*]]-n (10) 

where it has been assumed that shocks terminate in the fluid 
at sonic points. 

Equations (9) and (10) provide two relations for determining 
the jump in the unsteady potential, H^J, at the mean position 
of a shock and the relative shock displacement normal to the 
mean shock locus, rshm n.n. These equations can be combined 
to provide a single relation that governs the jump in the un-
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steady potential across a shock, i.e., 

MuaE + F)4<]l + EG0J + W4A = 0 (11) 

where the functions E, F, G, and H depend only on the mean 
flow variables. Recall that blade mean positions and unsteady 
motions are prescribed, but wake and shock mean positions 
and displacements must be determined as part of the steady 
and unsteady solutions, respectively. Wake motions, however, 
have no direct impact on the solution to the linearized unsteady 
problem nor, therefore, on the aerodynamic response at the 
blade surfaces. 

We have assumed that the potential mean or steady flow is 
at most a small (i.e., of 0(e)) perturbation from a uniform 
stream both far upstream (£ < £ _) and far downstream (£>£+) 
from the blade row. Thus, in these regions and to within the 
first-order approximation considered here, the unsteady field 
equation and wake-jump conditions can be reduced to the 
constant coefficient equations of classical linearized theory for 
which analytical solutions can be determined (Verdon, 1989). 
These solutions describe the unsteady potential fluctuations in 
the far field that are produced by acoustic and wake vortical 
disturbances. They can be matched to a near-field numerical 
solution, and thereby serve to complete the specification of 
the linearized unsteady boundary-value problem. 

Aerodynamic Response at a Moving Blade Sur
face. Numerical resolutions of the nonlinear steady and lin
earized unsteady problems are required to determine the 
aerodynamic response information needed for aeroelastic ap
plications, i.e., the unsteady pressures and global unsteady 
airloads acting on the blades. Because of the cascade geometry 
and the assumed form of the blade motion (i.e., periodic in 
•q), such resolutions are required only over a single extended 
blade-passage region. In addition, since analytic far-field so
lutions can be determined, the numerical solution domain can 
be further restricted to a single extended blade-passage region 
of finite extent. 

The pressure acting at the instantaneous position of a point 
on the with blade surface is 
PaJjJ) =P„(T) +Relpa(T)en»t+'"°)} + 

J^Pum,n(r,t) + ..., (12) 
n 

where T is a coordinate measuring distance in the counter
clockwise (or T) direction along a blade surface, and the sub
scripts B and (S3 refer to the mean and instantaneous positions 
of the reference blade. The first two terms on the right-hand 
side of equation (12) are the steady and first-harmonic un
steady, i.e., 

pa=-pD<l>/Dt+(rB-V)P,x^B (13) 

components of the fluid pressure acting at the mth moving 
blade surface, ($>m. The third term represents the anharmonic 
contribution to the unsteady surface pressure caused by the 
motions of shocks along the surface of the wth blade, and is 
determined by analytically continuing the solutions to the steady 
and the linearized unsteady boundary-value problems from the 
mean to the instantaneous shock locations (Williams, 1979). 
It should be noted that although the unsteady pressure dis
turbance is not everywhere harmonic, its regions of anhar-
monicity are small. Consequently, as demonstrated by Ehlers 
and Weatherill (1982), the first-order global coefficients are 
harmonic in time. 

The conditions usually considered in turbomachinery aero
elastic applications are those in which each incremental two-
dimensional blade section undergoes a rigid-body motion, i.e., 

rB(x) = h + a X R P (14) 

For such conditions the unsteady force and moment are the 

only global response parameters needed to analyze the aero
elastic behavior of the blading. In equation (14) h defines the 
amplitude and direction of blade translations, of = aez defines 
the amplitude and direction of the blade rotations, and Rp is 
a position vector extending from the mean position of the 
reference blade axis of rotation (i.e., from the point XP, YP) 
to points on the mean position of the reference blade surface. 
These rigid two-dimensional motions model bending and tor
sional vibrations of actual rotor blades. 

The linearized-unsteady force and moment acting on the 
reference (m = 0) blade are given by 

f = « X F - ^^ndr+Y.rs^MPBl^sh,, (15) 
n 

and 

mv=& PaRp-dr-Jj-^MPaWp-TB)^ (16) 
B n 

Here, F is the steady force, the moment is taken about a moving 
pitching axis located at x<p = xP + he'"', f and ms are the complex 
amplitudes of the linearized unsteady force and moment, re
spectively, xShn.B = (rsh„ - I"B) • T is the complex amplitude of the 
relative displacement of the shock foot in the counterclockwise 
or T direction along the moving blade surface, and the terms 
within the summations in equations (15) and (16) account for 
the concentrated loads due to shock motion and are evaluated 
at the shock roots. 

Numerical Analysis 
A numerical solution of the linear, variable-coefficient, un

steady, boundary-value problem is required over a single, ex
tended blade-passage region of finite extent. The unsteady 
differential equation, in this case equation (6), must be solved 
in continuous regions of the flow subject to boundary or jump 
conditions imposed at the mean positions of the blade, wake 
and shock surfaces. Blade mean positions are prescribed, and 
the mean positions of wake and shock surfaces are determined 
as part of the steady solution. Finally, the unsteady near-field 
numerical solution must be matched to far-field analytical 
solutions at finite distances (£ = £T) upstream and downstream 
from the blade row. 

In this discussion we will consider, for simplicity, flows in 
which at most a single shock occurs in each blade passage. 
Because of the stringent and conflicting requirements placed 
on a computational mesh for cascade flows, a zonal approach 
will be adopted. That is, a sheared //-type cascade mesh of 
moderate density will be used to capture large-scale unsteady 
phenomena over an extended blade-passage solution domain, 
and a local surface-fitted mesh of high density will be used to 
resolve high-gradient phenomena in the vicinity of a rounded 
blade leading edge or near a shock. For application to com
pressor cascades operating at high mean incidence, the local 
mesh wraps around a blunt blade leading edge, and if the mean 
flow is transonic and discontinuous, it also contains the shock 
and the entire supersonic region ahead of the shock. 

Two different zonal solution procedures will be considered. 
The first is the single-pass procedure described by Verdon and 
Caspar (1982, 1984). Here a solution is first determined on the 
cascade mesh. This solution is used to define the unsteady 
potential distribution on the outer boundary of the local mesh, 
and then, a local-mesh solution is determined. The final so
lution to the unsteady boundary-value problem is taken to be 
the local solution in the region covered by a local mesh and 
the cascade solution elsewhere. Thus, the local-mesh solution 
provides a local correction to the cascade-mesh solution, but 
this correction does not influence the solution outside the re
gion covered by the local mesh. As we shall see below, this 
assumption is a reasonable one for subsonic flows, but leads 
to erroneous predictions for discontinuous transonic flows. 
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The second approach is a new composite solution procedure 
described below. Here the discrete equations are written sep
arately for the cascade and local meshes and are coupled im
plicitly through special interface conditions. This results in a 
single composite system of finite-difference equations that de
scribe the unsteady flow over the entire solution domain. 

Both the single-pass and the composite solution procedures 
use the same discrete approximations within the cascade- and 
local- mesh domains. The difference between the two ap
proaches lies in the discrete approximations that are applied 
along the boundaries of the cascade and local meshes. In the 
single-pass procedure a Dirichlet boundary condition based on 
the previously computed cascade-mesh solution is imposed in 
the local calculation. In the composite procedure special dis
crete coupling conditions are imposed along the boundaries of 
an overlap zone between the cascade and local meshes. 

Difference Approximations. Since the finite-difference 
model has been described in detail by Caspar and Verdon 
(1981), we will provide only a brief outline here. Discrete ap
proximations to the various linear operators, which make up 
the unsteady boundary-value problem, are obtained using an 
implicit, least-squares, interpolation procedure. This leads to 
a nine-point "centered" difference star at subsonic points 
within either the cascade or local mesh domains. At blade 
surface boundary points a nine-point one-sided difference star 
is used on the cascade and polar local meshes, while a one
sided six-point star is used on the new transfinite local mesh. 
Since the unsteady field equation is hyperbolic rather than 
elliptic in supersonic regions, the difference approximation at 
supersonic points is determined in the following manner. First, 
the field equation is expressed in local canonical coordinates 
that are aligned with and normal to the local steady flow 
direction. Discrete approximations to stream wise derivatives 
are retarded or upwinded along the cascade tangential and the 
local circumferential mesh lines using a nine-point, one-sided, 
difference star. Normal derivatives are approximated using the 
standard nine-point centered star, resulting in a twelve-point 
difference star at supersonic points. 

Unsteady shock phenomena are captured on the cascade 
mesh. Shocks are fitted on the local mesh by inserting a double 
mesh line at the mean shock location and then imposing the 
jump condition, equation (11). The latter is approximated us
ing one-sided difference expressions (first-order accurate on 
the upstream or supersonic side and second-order accurate on 
the downstream or subsonic side) to evaluate the normal de
rivatives of the unsteady potential at the mean shock position. 
At those points on the downstream shock mesh line at which 
the steady flow is continuous (i.e., at points lying beyond the 
end of the shock), the condition | M =0 is imposed. It is im
portant to note that the unsteady shock-jump condition in
volves jumps in the steady or mean-flow derivatives across the 
shock. Since a shock capturing method is used to compute the 
mean flow in the present work, the steady shock-jump infor
mation is determined using a first-order accurate extrapolation 
of the mean-flow variables from upstream and downstream 
of the smeared shock to the upstream and downstream sides, 
respectively, of the estimated mean shock position. The latter 
is defined as the locus of all points in the smeared shock at 
which M = 1. The errors associated with this approximation 
have been minimized by using a very dense steady calculation 
mesh in the vicinity of the shock, thereby reducing the distance 
over which the shock is smeared. 

For each mesh the resulting system of linear algebraic equa
tions is block-tridiagonal for subsonic flow and block-penta-
diagonal for transonic flow. In the single-pass solution 
procedure both the cascade- and local-mesh solutions are de
termined using a direct block inversion scheme. Composite 
(cascade/local mesh) solutions are determined using a different 
scheme, which is described below. 

Fig. 3 Mesh point classification: (a) cascade mesh; (b) local mesh 

Composite Solution Procedure. The mesh structure used 
in the unsteady analysis consists of a combination of a global 
cascade mesh and a local body-fitted mesh. Since these differ 
topologically, it is appropriate to adopt a zonal solution pro
cedure for overlapping meshes (e.g., see Boppe, 1980). Thus, 
a composite mesh is constructed by overlapping the cascade 
and local meshes. In the region of intersection between the 
two meshes (i.e., the region covered by the local mesh), certain 
cascade mesh points are eliminated, depending upon their lo
cation within the local mesh domain. 

To construct the composite system of discrete equations we 
first identify mesh points as either cascade-mesh solution points, 
local-mesh solution points, cascade-mesh coupling points, or 
local-mesh coupling points, as indicated in Fig. 3. This clas
sification is based upon the locations of the cascade and local 
mesh points relative to predefined overlap zone, which is ad
jacent to the outer boundary of the local mesh. The overlap 
zone is defined conveniently in terms of local mesh indices by 
stepping in n cells from the outer boundary of the local mesh. 
As presently implemented, the width of the overlap zone can 
be different along different segments of this boundary. Once 
the overlap zone is specified, cascade mesh points are classified 
as being solution points if they lie exterior to the interior 
boundary of the overlap zone, or as coupling points if they 
are needed to complete the difference stars for the cascade-
mesh solution points. Coupling points usually lie within two 
mesh points from the interior boundary of the overlap zone. 
This range allows for an upwind difference approximation to 
be applied at the cascade-mesh solution points lying within the 
overlap zone. The remaining points of the cascade mesh are 
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eliminated. Similarly, those local-mesh points lying within the 
outer boundary of the local mesh are classified as solution 
points; those points on this boundary, as coupling points. Upon 
combining the difference approximations at the cascade and 
local-mesh solution and coupling points, we obtain the com
posite system of discrete equations that approximate the un
steady boundary-value problem. 

At cascade and local-mesh solution points the discrete ap
proximations to the unsteady equations are determined as de
scribed above. Thus the block tri- or pentadiagonal structure 
is preserved at such points. The discrete equations at cascade-
mesh coupling points are determined as follows. For each 
coupling point we locate the corresponding local-mesh cell that 
contains this point. This local cell is then triagulated on the 
shortest diagonal. Within the triangle containing the cascade-
mesh coupling point a bilinear interpolation operator is con
structed to define the value of the unsteady potential at the 
cascade-mesh coupling point in terms of its values at the three 
surrounding local mesh points making up the triangle. For 
example, if the cascade-mesh coupling point was found to be 
located in a triangle defined by points, (i, J), (/+ 1, j) and (/, 
j+ 1) on the local mesh, the interpolation would be expressed 
as 

*/./= Wdu+ W2<t>u+, + W&+ ,,y (17) 
where 

Wi = [(yi+ij-yij+i)(xu+i-xu) 

- (*,+ ij-xu+i) 0>,j+1-yu)]/A 

W2=l + [(yi+ij-yij+1) (XiJ+ i-xjj) 
(18) 

- (xi+ij-XiJ+i)(yu+i-yu)VA 
Wi = - [ (yij-yu+1) (xu+1 - xu) 

- (Xij-xu+i)(yiJ+i-yu)]/A 

and 

A = (*,-+ ij-Xi,j+1) (.yij-yu+i) 
- (xu-xij+i) (yj+ij-yu+i) 

Here, the subscripts / and / are cascade mesh indices and i 
andy are local mesh indices. 

A similar interpolation is constructed to relate the unsteady 
potential at each local-mesh coupling point to its values at the 
points that define the cascade-mesh cell enclosing this coupling 
point. Since the axial lines of the cascade mesh are parallel, a 
four-point bilinear interpolation is used, i.e., 

<t>u = Wl<t>u+ W2<j>u+ W,4>,+ lJ+1 + W^I+ u , (19) 

where Wi = 

wz= 
wx= 
wy= 
yA = 

= < i -Wx)(\-

= wxw„ 

-- (xu 

- (yy 

= 0 -

Wy), 

WA: 

~Xi,j)/(Xi+U-

-yA)/{y 

Wx)yu+ 

B-yA 

w2=(l-

= wx(\-

-XIJ) 

) 

WxyI+XJ 

-Wx)Wy 

Wy) 

and 
ya = (1 - Wx)yu+1 + WxyI+iJ+1 

The inclusion of these coupling equations into the system of 
discrete equations destroys the previous block diagonal struc
ture. Although each coupling equation involves points that are 
spatially close to the coupling point under consideration, the 
former are not necessarily neighbors in the composite equation 
system. Therefore, the final system of discrete equations con
tains a sparse coefficient matrix of large band width. Conse

quently, special storage and inversion techniques are required 
to achieve an efficient solution. 

There has been a significant amount of research done in 
recent years on developing efficient storage' and inversion tech
niques for sparse matrices. The approach usually taken for 
solving a linear system of equations that contains a large un
structured sparse coefficient matrix is to first recast the matrix 
into a compact vector description (or sparse matrix format), 
where only the nonzero elements of the original matrix and 
one or more pointer vectors are stored. This format is defined 
so as to minimize storage requirements while maximizing the 
computational efficiency of matrix manipulations, i.e., mul
tiplication, transposition, inversion, etc. General routines for 
performing these manipulations are written in terms of the 
sparse matrix description. 

For the present application we have employed the sparse 
matrix package developed by Eisenstat et al. (1977). This work 
has been assembled into a package of routines call the Yale 
Sparse Matrix Package (YSMP), with each routine written in 
the Yale Sparse Matrix Format. Since the original Yale package 
was written for systems of real equations, for the present ap
plication it was necessary to extend this package for application 
to complex systems. Once the composite system of unsteady 
equations is cast into the appropriate format, it can be solved 
using Gaussian elimination. 

Calculation Meshes 

As noted previously, the mesh structure used in the present 
analysis consists of a combination of a global cascade mesh 
and a local body fitted mesh. The cascade mesh is an //-type 
mesh composed of axial lines (£ = const) that are parallel to 
the blade row and tangential curves that are precentile averages 
of the upper and lower boundaries of the extended blade-
passage solution domain. The tangential mesh lines at the upper 
and lower boundaries of the solution domain coincide with 
the meanflow stagnation streamlines downstream of the blade 
row. This mesh facilitates the imposition of the blade-to-blade 
periodicity condition, i.e., 4>(x + mG) = <j>(x)e"na, and the 
matching of the analytic and numerical unsteady solutions at 
the far upstream (£ = £_) and far downstream (£ = £ + ) bound
aries. 

For the results presented in this paper a cascade mesh with 
100 axial lines and 30 tangential curves was applied. This mesh 
extended from one axial chord upstream to one axial chord 
downstream from the blade row (i.e., - 1 <£/cos 9 < 2 ) . For 
the most part uniform mesh spacings were used with A£ = 0.04 
cos 9 and ATJ = 4 percent of the distance along axial lines 
between the upper and lower boundaries, but axial mesh lines 
were concentrated near blade edges and over the first 30 percent 
of blade chord where axial spacings of A£ = 0.01 cos 9 were 
used. Tangential lines were concentrated near the upper and 
lower boundaries, i.e., near the blades and their wakes, of the 
solution domain. Small axial mesh spacings over the forward 
30 percent of the blades were used in an effort to capture high 
gradient and shock phenomena in the H-mesh calculation. This 
is important for a single-pass calculation because the H-mesh 
solution provides outer boundary-condition information for 
the local-mesh calculation. For a composite-mesh calculation 
an H-mesh with uniform axial spacings is sufficient. 

Local Meshes. Two different types of local mesh have been 
considered: a polar mesh and a new transfinite mesh (Fig. 4). 
The polar local mesh used by Verdon and Caspar (1982, 1984) 
is composed of radial and circumferential lines, normal and 
roughly parallel, respectively, to the reference blade surface. 
The mean shock locus is approximated as a line normal to the 
mean blade surface that extends out from the point at which 
a steady shock impinges on this surface. 
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Fig. 4 Local meshes for NACA 0006 test cases: (a) polar local m e s h -
subsonic flow; (b) polar local mesh—transonic flow; (c) transfinite local 
mesh—subsonic flow; (d) transfinite local mesh—transonic flow 

One objective of the present study was to provide a more 
accurate representation of unsteady shock phenomena by im
posing the shock-jump conditions at the true predicted mean 
shock location. Since the mean shock locus can be determined 
from the steady calculation, we can require that a local mesh 
line for the unsteady calculation coincide with this locus and 
subsequently replace this line with upstream and downstream 
shock mesh lines. The shock jump relations can then be for
mulated and imposed along the shock mesh lines. With this 
approach the complexity of modeling the shock in the unsteady 
analysis is reduced to a mesh generation problem. 

The transfinite local mesh is constructed using a direct al
gebraic mesh generation scheme along with a transfinite or 
multivariate interpolation. This allows a great deal of control 
in distributing mesh points and a convenient means of con
straining the mesh so that it will conform to one or more 
internal boundaries. Further, it has been found to be very 
efficient in terms of both the storage requirement and the 
computation time required to generate the mesh. Finally, this 
approach can be easily extended to satisfy additional con
straints. A good description of algebraic mesh generation tech
niques, including the method of transfinite interpolation, is 
given by Thompson et al. (1985). In the present effort the 
generalized transfinite interpolation procedure described by 
Eriksson (1982) has been used. 

The local meshes used for the results presented in this paper 
consisted of 12 "circumferential" and 100 "radial" lines. The 
circumferential mesh lines wrapped around the leading edge 
of the reference blade and extended from radial lines emanating 
from the upper and lower surfaces of the blade at £ = 0.5 cos 
9. The radial lines extended outward from the airfoil to one-
half the minimum distance (i.e., the throat) between adjacent 
blades. The circumferential lines were concentrated near the 
blade surface, and the radial lines were concentrated near a 
shock, if present. The polar and transfinite local meshes used 
in the present study are shown in Fig. 4. The radial lines of 
the transfinite mesh conform to the actual shape of the mean 
shock locus. In addition, the transfinite mesh has a smoother 
distribution of mesh points in the vicinity of a blade leading 
edge. 

Demonstration of Solution Procedures 
We proceed to demonstrate the effects of implementing the 

transfinite or shock-conforming local mesh and the composite-
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Fig. 5 Surface Mach number distributions for the example NACA 0006 
cascade: (a) subsonic flow; M_„ = 0.7, fi_„ = 55 deg; (b) transonic flow; 
M_„ = 0.8, t !_„ = 58deg 

mesh solution procedure into the linearized unsteady flow anal
ysis (LINFLO) of Verdon and Caspar (1982, 1984). We will 
restrict our consideration to unsteady flows, excited by pre
scribed small-amplitude harmonic blade motions, through a 
two-dimensional compressor (M+0o<M_<„) cascade operating 
at subsonic inlet and exit conditions. The example cascade has 
a stagger angle, 9, of 45 deg and a gap/chord ratio, G, of 
unity. The blades are constructed by superposing the thickness 
distribution of a modified NACA four-digit series airfoil, i.e., 
T(x) = HT[2.969xy2- 1.26X-3.516*2 

+ 2.843x3-1.036A 0 < x < l (21) 

on a circular-arc camber line. Here, HT is the nominal blade 
thickness and the coefficient of the x1 term in equation (21) 
differs from that used in the standard airfoil definition (i.e., 
-1.015) so that the example blades close in wedge-shaped 
trailing edges. The camber distribution is given by 

C(x)=Hc-R + [R2- (x-0.5)2]W2,0<x<\ (22) 

where Hc (> 0) is the height at midchord and R = (2HC)" '(0.25 
+ H2

C) is the radius of the circular-arc camber line. For the 
present application we set HT=0.06 and Hc = 0.05 to study 
the unsteady aerodynamic response to a vibrating cascade of 
cambered NACA 0006 airfoils. 

We consider two different uniform inlet operating condi
tions. In one case the inlet Mach number, M_„, and flow 
angle, fl_<», are 0.7 and 55 deg, respectively; in the other, 
M_co = 0.8 and 0_«, = 58 deg. The steady flows through the 
cascade are assumed to satisfy a Kutta condition at blade 
trailing edges and therefore, only inlet uniform-flow infor
mation must be specified. For M_oo = 0.7 and Q_„ = 55 deg, 
the mean or steady flow through the cascade is entirely sub
sonic; for M-«, = 0.8 and Q_,» = 58 deg, it is transonic with a 
single normal shock occurring in each blade passage. The pre
dicted blade-surface Mach number distributions, as determined 
using the full-potential analysis of Caspar (1983) in which 
shocks are captured in transonic calculations, are shown in 
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Fig. 6 Unsteady aerodynamic response to torsional blade vibrations of 
the subsonic NACA 0006 cascade; a = (1,0), u = 1, a = 180 deg; (a) single-
pass solution using polar local mesh; (6) single-pass solution using 
transfinite local mesh: in-phase component (real part) of Ap; 
• out-of-phase component (imaginary part) 

Fig. 5. The subsonic mean flow stagnates on the pressure 
surface of the blade at x = 0.0005, and the Mach number reaches 
a maximum value of 0.916 on the suction surface at x= 0.109. 
The exit Mach number and flow angle are 0.446 and 40.2 deg, 
respectively. The transonic flow stagnates at x = 0.002 on the 
pressure surface, and the normal shock emanates from the 
suction surface at *= 0.258. The Mach numbers at the base 
of the shock are 1.282 on the upstream side and 0.816 on the 
downstream side, and the exit Mach number and flow angle 
are 0.432 and 40.3 deg, respectively. 

Predictions, based on single-pass and composite solutions, 
for the unsteady aerodynamic response at the reference (m = 0) 
blade of the NACA 0006 cascade are given below. These in
clude first harmonic pressure differences, i.e., Ap(x) = 
Pa(x>y-) - PB(x,y+), aerodynamic moments, mff, and, where 
appropriate, shock displacements, rshB, for blades undergoing 
pure pitching (torsional) oscillations about their midchord 
points, i.e., XP, yp = 0.5,0. The torsional motions are assumed 
to occur at unit frequency, a>= 1, an interblade phase angle a 
of 180 deg, and a complex amplitude a of (1, 0). Predicted 
unsteady potential contours are also presented to illustrate 
unsteady solutions over extended blade-passage domains. Ad
ditional predictions, based on composite solutions on the trans-
finite local mesh, for the global unsteady aerodynamic response 
behavior of the example NACA 0006 cascade can be found in 
Verdon and Usab (1988). 

Single-Pass Solutions. Response predictions based on the 
single-pass solution procedure are shown in Figs. 6 and 7. Note 
that if Im [ a} = 0, the real and imaginary parts of a reference 
blade complex response parameter represent the response com
ponents that are in- and out-of-phase, respectively, with the 
reference blade displacement. The results in Figs. 6 and 7 were 
obtained from two different calculations: one using the polar-
type local mesh and the other, the transfinite local mesh. The 
response predictions for the subsonic (M ôo = 0.7, Q ^ s S S 
deg) NACA 0006 cascade shown in Fig. 6 reveal an analytic 
behavior for Ap in the vicinity of the leading edge in which 
both the real and imaginary components of the pressure dif-
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Fig. 7 Unsteady aerodynamic response to torsional blade vibrations of 
the transonic NACA 0006 cascade; « = (1, 0), co = 1, a = 180 deg: (a), (b), 

and as in Fig. 6 

ference are zero at the leading edge point and reach local 
extrema very close (i.e., at approximately x = 0.004) to this 
point. The two local meshes yield nearly identical pressure 
differences and moments, but there are discrepancies between 
the predicted pressure-differences near the leading edge. The 
transfinite local-mesh calculation gives the more reasonable 
behavior because it provides the better mesh point distribution 
in the immediate vicinity of the blade leading edge. 

Response predictions for the transonic (M Ôo = 0.8,fl_<M = 58 
deg) NACA 0006 cascade are shown in Fig. 7. Here, the un
steady potential and hence, the first harmonic unsteady pres
sure, are discontinuous at the mean shock location. The relative 
displacement of a shock along a blade surface and hence, the 
shock-induced unsteady airloads, depend upon the jump in 
the unsteady potential at the shock root. Recall that the shock-
fitted unsteady solution yields both harmonic and anharmonic 
local unsteady responses, but the first-order global unsteady 
airloads are harmonic. The two local mesh solutions considered 
in Fig. 7 give slightly different unsteady pressure differences 
downstream of the shock and very different shock displace
ments along the blade surface. These differences indicate the 
sensitivity of an unsteady transonic solution to the numerical 
modeling of the shock. Since the "radial" lines of the trans
finite local mesh conform to the shape of the mean shock 
locus, this mesh should provide the better resolution of a dis
continuous transonic flow. 

Contours of the in-phase component of the unsteady po
tential, i.e., Re{4>], for the example subsonic and transonic 
NACA 0006 cascades are shown in Fig. 8. These contours were 
determined from single-pass calculations using the transfinite 
local meshes shown in Figs. 4(c) and 4(d), respectively. In the 
single-pass procedure the solution on the cascade mesh fixes 
the values of <j> on the outer boundary of the local mesh. Thus, 
the potential contours will be continuous at this boundary but, 
in general, their slopes will be discontinuous. Such discontin
uities are indicative of errors in the single-pass solution. Slope 
discontinuities are apparent in the potential contours shown 
in Fig. 8, particularly the contours for the unsteady transonic 
flow. 

The single-pass solutions determined on polar and transfinite 
local meshes yield very similar response predictions for the 
subsonic example, but somewhat different predictions for the 
discontinuous transfinite flow. The latter differences are to be 
expected since the transonic mesh has been constructed and 
implemented so that shock phenomena can be modeled more 
accurately in linearized unsteady flow calculations. 

640/Vol . 113, OCTOBER 1991 Transactions of the ASME 
Downloaded 01 Jun 2010 to 171.66.16.65. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 8 Contours of the in-phase component of the unsteady potential, 
Re[0|, as determined from single-pass solutions for the subsonic (a) 
and transonic (h) NACA 0006 cascades undergoing torsional blade vi
brations at « = (1, 0), « = 1, and a = 180 deg 

Composite Solutions. With the single-pass solution pro
cedure the detailed resolution of the flow in the local-mesh 
region cannot impact the solution over the remainder of the 
extended blade-passage solution domain. As we shall see, this 
places serious limitations on the accuracy of single-pass so
lutions, particularly for transonic flows in which shocks extend 
well into the blade passages. In contrast, with the composite 
solution procedure the cascade and local-mesh finite-difference 

Journal of Turbomachinery 

Fig. 9 Contours of the in-phase component of the unsteady potential 
as determined from composite solutions for the subsonic (a) and tran
sonic (b) NACA 0006 cascades undergoing torsional blade vibrations at 
« = (1, 0), U = 1 , and or = 180 deg 

equations are solved simultaneously, thereby allowing the ac
curate resolution of the flow in the local region to impact the 
entire unsteady flow solution. 

Contours of the in-phase component of the unsteady po
tential as determined from composite solutions for the example 
subsonic and transonic NACA 0006 cascades are shown in Fig. 
9. The transfinite local mesh was employed for both calcu
lations. The composite calculations yield potential contours 
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Fig. 10 Unsteady aerodynamic response to torsional blade vibrations 
of the subsonic NACA 0006 cascade; « = (1, 0), w = 1, <r=180 deg: (a) 
composite solution using polar local mesh; (b) composite solution using 
transfinite local mesh: in-phase component of Ap; out-of-
phase component 
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Fig. 11 Unsteady aerodynamic response to torsional blade vibrations 
of the transonic NACA 0006 cascade; a = (1, 0), w = 1, a = 180 deg: (a), (D), 

, and as in Fig. 10 

that have continuous slopes at the outer boundary of the local 
mesh, indicating that the errors inherent to the single-pass 
procedure have been eliminated. A comparison of the single-
pass (Fig. 8a) and composite (Fig. 9a) potential contours for 
the subsonic cascade indicates that the two procedures yield 
very similar unsteady flow fields with the composite procedure 
predicting a somewhat greater variation in the potential up
stream of the blade row. A similar comparison of the single-
pass (Fig. 8b) and composite (Fig. 9b) transonic potential con
tours reveals dramatic differences between the results obtained 
from the two procedures. In particular, the composite-mesh 
solution shows much greater variations in the potential in the 
vicinity of the shock and upstream of the blade row. The 
upstream variations are caused by a propagating acoustic re
sponse disturbance. The composite solution yields a much 
greater amplitude for this disturbance than that predicted by 
the single-pass solution. Thus, the results shown in Figs. 8(b) 
and 9(b) indicate that the detailed resolution of the unsteady 
flow in the vicinity of a shock can have a profound effect on 
the predicted linearized unsteady flow throughout the extended 
blade-passage solution domain. 

Unsteady pressure-difference distributions for the subsonic 
NACA 0006 cascade as determined from composite solutions 
are shown in Fig. 10. These distributions are very similar to 
those predicted by the single-pass procedure (Fig. 6). However, 
differences occur near the blade leading edge and over the 
forward half of the blade giving rise to different predictions 
for the unsteady moment. Although the composite calculation 
provides a more accurate resolution of an unsteady subsonic 
flow than a single-pass calculation, it appears that the two 
procedures will predict very similar overall characteristics. The 
differences between the polar and transfinite local mesh com
posite predictions (Fig. 10) for the unsteady pressure differ
ences and the unsteady moment are quite small and mirror 
those between the corresponding single-pass predictions. Thus, 
it appears that subsonic composite solutions determined on 

the polar and transfinite local meshes will show only small 
quantitative differences. 

Unsteady pressure-difference distributions for the transonic 
NACA 0006 cascade as determined from composite solutions 
on the polar and transfinite local meshes are shown in Fig. 11. 
There are substantial differences between these results and 
those determined from the single-pass calculations (Fig. 7) as 
well as between the composite results on the polar and trans
finite local meshes. These differences occur because the com
posite procedure allows shock phenomena to impact the 
predicted unsteady flow field over the entire extended blade-
passage domain, and the transfinite mesh allows a more ac
curate implementation of the unsteady shock-jump condition. 

The single-pass and composite transonic calculations on the 
polar local mesh provide qualitatively similar unsteady pres
sure-difference behaviors along the blade, but the composite 
calculation predicts enhanced shock effects. The single-pass 
and composite calculations on the transfinite local mesh yield 
very different behaviors for the out-of-phase component of 
the unsteady pressure difference upstream and downstream of 
the shock. There are also dramatic differences between the 
single-pass and composite predictions for the unsteady aero
dynamic moments and shock displacments. The differences 
between the composite solutions on the polar and transfinite 
local meshes depicted in Fig. 11 indicate the sensitivity of the 
linearized unsteady solution to the numerical modeling of shock 
effects. 

We have attempted to demonstrate the merits of using a 
composite solution procedure and a transfinite local mesh to 
resolve linearized unsteady subsonic and transonic cascade 
flows. For subsonic flow, the new (composite calculation using 
a transfinite local mesh) and the old (single-pass calculation 
using a polar local mesh) procedures predict very similar un
steady flow fields. However, the predicted pressure-difference 
distributions in the vicinity of a blade leading edge and over 
the forward half of a blade differ giving rise to quite different 
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predictions for the unsteady aerodynamic moment. For tran
sonic flow, the composite procedure allows the detailed res
olution of the flow near a shock to impact the predicted 
unsteady field throughout the entire solution domain, an im
portant feature missing from the single-pass procedure. 

Transonic composite solutions are quite sensitive to the nu
merical modeling of shock effects. Our results indicate that it 
is important to fit shocks in unsteady transonic calculations 
and to represent shock phenomena accurately. Unfortunately, 
the nonlinear full potential analysis of Caspar (1983), which 
has been used to provide the steady background flow infor
mation for our unsteady transonic calculations, employs a 
single-pass calculation on a polar local mesh and shocks are 
captured in the nonlinear steady calculation. In the future, an 
effort should be undertaken to develop a cascade full potential 
analysis with shock-conforming local-mesh and composite-
mesh solution capabilities. In addition, shocks should be fitted 
in this steady calculation. 

Conclusions 
The analysis described in this paper accounts for the effects 

of real blade geometry, mean blade loading, and operation at 
transonic Mach numbers on the linearized unsteady aerody
namic response of an isolated two-dimensional cascade. There
fore, it offers great potential for meeting the needs of 
turbomachinery aeroelastic designers for an efficient unsteady 
aerodynamic analysis that represents the essential physics of 
the flows associated with turbomachinery blade vibrations. 

In the present effort two needed improvements to an existing 
numerical treatment of linearized unsteady cascade flow have 
been described. One involves the construction and implemen
tation of a new transfinite local mesh so that unsteady shock 
phenomena can be modeled accurately. The transfinite local 
mesh was also found to yield a better resolution of unsteady 
phenomena in the vicinity of a rounded blade leading edge. 
The second improvement, the development of a composite-
mesh solution procedure, allows the detailed resolution of the 
flow in the vicinity of a rounded blade leading edge or a shock 
to impact the linearized unsteady solution over an entire ex
tended blade-passage solution domain. The composite ap
proach is particularly important for transonic flows in which 
shocks extend well into blade passages. An added benefit as
sociated with the composite procedure is that cascade axial 
mesh lines do not have to be packed near blade leading edges 
or near shocks since the cascade-mesh solution is no longer 
used to establish a boundary condition for a local-mesh cal
culation. 
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Analysis of Unsteady 
Compressible Viscous Layers 
The development of an analysis to predict the unsteady compressible flows in blade 
boundary layers and wakes is presented. The equations that govern the flows in 
these regions are transformed using an unsteady turbulent generalization of the 
Levy-Lees transformation. The transformed equations are solved using a finite 
difference technique in which the solution proceeds by marching in time and in the 
streamwise direction. Both laminar and turbulent flows are studied, the latter using 
algebraic turbulence and transition models. Laminar solutions for a flat plate are 
shown to approach classical asymptotic results for both high and low-frequency 
unsteady motions. Turbulent flat-plate results are in qualitative agreement with 
previous predictions and measurements. Finally, the numerical technique is also 
applied to the stator and rotor of a low-speed turbine stage to determine unsteady 
effects on surface heating. The results compare reasonably well with measured heat 
transfer data and indicate that nonlinear effects have minimal impact on the mean 
and unsteady components of the flow. 

Introduction 
Because of relative motions between adjacent blade rows, 

the flows through turbomachinery blade passages are inher
ently unsteady. However, theoretical approaches to design and 
development are generally based on steady-state aerodynamic 
analyses along with the use of empirical correlations to account 
for unsteady effects. Important areas in which theoretical un
steady aerodynamic analyses have had an impact on design 
are in the prediction of the aeroelastic and aeroacoustic be
havior of the blading. For such applications reliance is placed 
on linearized inviscid analyses along with empirical correlations 
to account for the effects of viscous separations. Since unsteady 
viscous effects can impact the time-averaged or steady-state 
performance, as well as the aeroelastic and aeroacoustic re
sponses of the blading, efficient calculation methods for un
steady viscous flows are an important goal for current and 
future research. 

For flows of practical interest, the Reynolds number is usu
ally sufficiently high that the complete flow field can be divided 
conceptually into two regions: an "inner" viscous or dissi-
pative region and an "outer" inviscid region. Sets of reduced 
equations derivable from the Navier-Stokes equations may be 
applied in both regions, e.g., the Euler equations in the outer 
inviscid region and Prandtl's boundary-layer equations in the 
inner viscous region. Flows occurring at or near design op
erating conditions remain essentially attached to the blade sur
faces. Therefore, the inner region consists of thin (boundary) 
layers that lie along the surfaces of each blade and merge into 
thin wakes that extend downstream of the blade row. The 
principal interaction between the flows in the outer inviscid 
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and the inner viscous regions arises from the displacement 
thickness effect, which leads to thickened semi-infinite equiv
alent bodies and corresponding changes in surface pressures. 
If the inviscid/viscid interaction is "weak," the complete flow 
problem can be solved sequentially with the pressure being 
determined by the inviscid flow. However, flows through blade 
rows usually involve both a weak overall interaction and local 
strong displacement interactions caused by, for example, vis
cous layer separations, shock/boundary-layer interactions, and 
trailing-edge/near-wake interactions. In these cases the inviscid 
and viscous layer equations must be solved simultaneously, 
such that the pressure depends upon the flows in both the 
inviscid and viscous layer regions. 

As a step toward the goal of providing a strong inviscid/ 
viscid interaction analysis for unsteady flows through turbo-
machinery blade rows, an unsteady viscous layer analysis that 
is applicable to both blade boundary layers and wakes is de
scribed in this paper. Here the viscous layer equations are first 
transformed using an extension, for unsteady turbulent flows, 
of the Levy-Lees transformation. In terms of the new vari
ables, the growth of the boundary layer is minimized and 
density is eliminated from the governing equations. The trans
formed equations are discretized using first-order backward 
differences in the streamwise direction and in time and second-
order central differences in the normal direction. The resulting 
algebraic equations are quasi-linearized about a previous it
erative solution and marched implicitly, first in time and then 
in the streamwise direction, such that a block tridiagonal sys
tem of algebraic equations must be inverted at each step. The 
solution is marched in time over several periods of unsteady 
excitation from an initial steady solution, and in the streamwise 
direction from an approximate time-dependent, upstream flow 
solution. 

In this paper the foregoing analysis is applied to several 
standard flows to test its accuracy. One case, which has been 
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studied previously by numerous authors, involves an oscillating 
free stream over a flat-plate airfoil. For this example predic
tions agree with previous laminar solutions and, when com
pared with previous turbulent solutions, fall within the level 
of uncertainty inherent to unsteady turbulence and transition 
models. The analysis is also applied to the stator vanes and 
rotor blades of the turbine stage investigated experimentally 
by Dring et al. (1982, 1986). Analytical predictions for this 
configuration are found to be in reasonable agreement with 
measured heat transfer rates along the stator and rotor blade 
surfaces and give some indication of the relative importance 
of nonlinear effects on the unsteady flows caused by stator/ 
rotor interactions. 

Viscous Layer Equations 
We consider high Reynolds number (Re) unsteady flow, with 

negligible body forces, of a perfect gas with constant specific 
heats and Prandtl number (Pr). In the present discussion all 
variables are dimensionless. Lengths have been scaled with 
respect to a reference length (typically the blade chord), time 
with respect to the reference length divided by the upstream 
free-stream flow speed, density and viscosity with respect to 
their upstream free-stream values, velocity with respect to the 
upstream free-stream speed, pressure with respect to twice the 
upstream free-stream dynamic pressure, and temperature with 
respect to the square of the upstream free-stream speed divided 
by the specific heat at constant pressure. 

The equations that govern the flow in the viscous layer are 
derived from the conservation laws for mass, momentum, and 
energy and can be expressed in the form 

(1) 

and equations relating the turbulent correlations u'v' and 
H'v' to ensemble average flow quantities, e.g., 

dp d(pu) d(pv) 

dt ds dn 

Du dp 1 d ( du , \ 
pD~t=-Ys+^YnVLo~n-pUV) 

and 

DH dp 1 9 
P Dt~ dt Re dn 

[ / l \ du n dH „ , ,1 
nl-¥r)UTn + ¥rJn-pHv\ 

(2) 

(3) 

Here, t is time, and the coordinates 5 and n measure distances 
along and normal to, respectively, a blade surface and its 
associated reference wake streakline. The latter emanates from 
the blade trailing edge and is entirely contained within the 
viscous wake. In addition, p, p, H, and p, are ensemble (or 
Reynolds) averaged values of the fluid density, pressure, total 
enthalpy, and molecular viscosity, respectively, u and v are 
the averaged values of the velocity components in the stream-
wise (s) and normal («) directions, u' and v' are the component 
velocities associated with turbulent fluctuations, and the over-
bar denotes a turbulent correlation, which is to be determined 
empirically. As a consequence of the high Re, thin-layer ap
proximation, the pressure in the viscous layer is a function 
only of s and t and H=T+ u2/2. We assume that the interaction 
between the flows in the viscous layer and the external inviscid 
stream is weak and, therefore, that the pressure is determined 
by the outer inviscid flow. 

In addition to the foregoing equations, the equation of state 
for a perfect gas, i.e., 

y- 1 

7 
pT (4) 

where y is the specific heat ratio (constant pressure to constant 
volume) of the fluid, a law relating the molecular viscosity to 
the temperature, e.g., 

3/2 
I n -r / c 

(5) 

, , du 
•pu v =e — and 

dn 
-pH'v' =eH 

dH 

dn'~ 
e dH 

P r r dn 
(6) 

JL. 
PR (0 TR + TS 

T+Ts 

are also required. Equation (5) is known as Sutherland's Law. 
The temperatures TR and Ts are prescribed, and )xR is the 
molecular viscosity at the temperature TR. The turbulent cor
relations u'v' and H'v' have been related to mean flow gra
dients, using Prandtl's mixing length hypothesis. Here e and 
eH are the eddy viscosity and eddy diffusivity, respectively, 
and play roles similar to their molecular counterparts. The 
eddy diffusivity is eliminated in a similar manner to the mo
lecular diffusivity through the introduction of the turbulent 
Prandtl number, Pr r . 

Initial and Boundary Conditions 
The foregoing system of field equations is parabolic in time 

and in the streamwise direction. Therefore, the streamwise 
component of the velocity and the total enthalpy must be 
known for all time at some upstream streamwise location, and 
these variables, along with the normal velocity, must be known 
throughout the solution domain at some initial time. Also, 
conditions on the fluid properties at the edge of the viscous 
layer, i.e., 

u—ue(s, t) and H^He{s, t) for n — oo; (7) 

a no-slip condition and either a prescribed temperature or heat 
flux condition at a solid blade surface, i.e., 

dH 
u = v = 0 and H=Hw(s, t) or —— = q„(s, t) 

dn (8) 
for « = 0, s<s,e; 

and a condition on the velocity normal to a reference wake 
streakline, i.e., 

v = 0 for n = 0, s>s,e (9) 

must be enforced. Here the subscripts w and e denote the values 
of the fluid properties at a solid wall and at the edge of the 
viscous layer, respectively, and the subscript te refers to the 
airfoil trailing edge point. Since the interaction between the 
flows in the inviscid and viscous layer regions is assumed to 
be weak, the edge values of the fluid properties are determined 
by the outer inviscid flow. 

Turbulence and Transition Models 
The models used here to simulate the effects of turbulence 

and transition on the flow in the viscous layer are the algebraic 
eddy viscosity model proposed by Cebeci and Smith (1974), 
the transition model proposed by Dhawan and Narasimha 
(1958), and the wake turbulence model proposed by Chang et 
al. (1986). Also, since flows in turbomachines are known to 
be characterized by high free-stream turbulence levels, a simple 
modification developed by Yuhas (1981) has been incorporated 
into the turbulence model to account for the effects of free-
stream turbulence on the viscous layer. These models are easy 
to implement and are known to be reasonably accurate for 
steady flows with mild pressure gradients. Their ability to 
represent turbulence and transition accurately in unsteady flows 
is not known, and, therefore, results must be interpreted with 
caution. 

The Cebeci-Smith algebraic model divides a boundary layer 
into inner, where e = e,-, and outer, where e = e0, regions, the 
inner model is applied from the wall out to the point at which 
e, = e0; the outer model, from this point to the edge of the 
boundary layer. The eddy viscosity in the inner region is given 
by 
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e; = 7„pRe{0.41«[l-exp(-nA4)]] (10) 

where 
26/x 

+ /V Pe (due , du'\ ( -1 ( i i ) 

ylr is an intermittency factor,'which models transitional flow, 

and the term ^JRe/XeP^dUe/dt has been included in the defi
nition of p+ to account for unsteady effects (see Cebeci and 
Keller, 1970). 

The eddy viscosity in the outer region is given by 

(12) e0 = ytrRepuex 0 (1 - u/ue)dn 

where 

x= 1.55x0(1 + *-)""', 7r = 0.55[l-exp(-0.243zi / 2-0.298zi)] 

,Re f l /425-l for Re«>425 
Zl = 

'0 for Ree<425 
(13) 

and the parameter 7r has been defined to account for low 
momentum thickness Reynolds number. The Clauser constant, 
Xo, is usually set equal to 0.0168, but following Yuhas (1981) 
we set 

Xo = 0.01591 +0.292727o-+ 1.585a (14) 

where a is the free-stream turbulence intensity, to account for 
the effects of free-stream turbulence on the development of 
the turbulent boundary layer. 

Blade boundary layers can contain transitional regions of 
significant extent. Therefore, a transition model is needed to 
predict boundary-layer effects properly. Several models have 
been developed for steady transitional flows through corre
lations with experimental data. One of these is the Dhawan-
Narasimha forced transition model, in which the intermittency 
factor is given by 

/ .V .M 1 

-4.6513 ( 7 , r = l - e x p •(—y 
\Sl-Si/ 

(15) 

Here st and s2 are the streamwise locations at the beginning 
and end of the transition region, respectively. These locations 
can be specified as functions of time to model unsteady tran
sitional flows. 

A wake is formed from the boundary layers off the upper 
and lower surfaces of a blade, and there are different eddy 
viscosities associated with each of these layers. At each stream-
wise station in the wake, equation (12) is evaluated twice: once 
between the lower edge of the wake and the location at which 
the streamwise velocity reaches a minimum value, and once 
between the latter position and the upper edge of the wake. 
This gives two eddy viscosity values, e'o and e„ . The maximum 
of these two values is designated e/. Similarly, {e0)te is defined 
to be the maximum of the eddy viscosity values calculated on 
the upper and lower surfaces of the blade at the trailing edge. 
Then, following Chang et al. (1986), the eddy viscosity at each 
streamwise position in the wake is assumed to be a weighted 
average of t; and (e0),e, i.e., 

Cwake = «/ + [(e0)te ~ E/]exp 
\20SJ 

(16) 

In this equation, s,e is the nondimensional streamwise position 
of the trailing edge (measured from the leading edge), and 8le 

is the sum of the upper and lower surface boundary-layer 
thicknesses at the trailing edge, where the boundary-layer 
thickness is defined to be the distance from r\ = 0 to the point 
at which u = 0.995ue. 

Transformed Equations 
For laminar flows, the Levy-Lees transformation (see Blott-

ner, 1970) provides independent variables that effectively cap
ture the growth of the boundary layer with increasing 
streamwise distance from the leading edge of a blade. In ad
dition, the transformed equations reduce to similarity equa
tions at the leading edge. These features facilitate the 
determination of a numerical solution. An extension of the 
Levy-Lees transformation, in which the laminar edge viscosity 
is replaced by an effective turbulent viscosity, was suggested 
by Werle and Verdon (1980) to accommodate turbulent flows. 
In this paper, this extension, along with an additional modi
fication for unsteady flows, is applied. 

Thus, we define new independent variables J, 17, and T ac
cording to 

pdn, and T = ; (17) 

where q = ~peuejxeg, the overbar indicates the temporal mean 
value of an edge quantity, and g = 1 +ea= 1 + e0/pi. The co
ordinate £ is a function of 5 alone. The coordinate 17, by con
trast, is a function of s, n, and t. We also introduce the new 
dependent variables 

u„ 
V--

2£ 
\Ue dt ds ^J^J 

and G = 
H_ 

(18) 

After substituting equations (17) and (18) into the viscous 
layer equations, we find that 

„,. q dF dV q „ _ „ 
q dt, 07] q 

2£ dF q dF dF a , 
— — + 2H-F — +V — + PT(&F+-F2-G) 
que OT q d£ dr] 2 

(19) 

+ < W 2 - G ) - ^ ( / f ; ) = 0 (20) 

and 

que dr 

2% dG q dG dG , / 
+ 2^F — +V — + TT(Ft-G) + vAuFG di dr] 

+ -Fi-G) +a , 
2 ) dr, 

(T-l)F 
.dF 

dr) dr) \ dr], 
J =0 (21) 

where q = peue]ieg, and the following parameters have been 
introduced: 

PAt(l + g) 

PeHeg 

pfl 

PeHegPr 
( l + e P r / P r r ) , 

. - # • . - ' ( . • £ ) - . * - ( i + # ) " ' . 

OT 

(22) 

&e=2£q(qctueY 

T^l^qu^y1— (jf) andT( = 2Hq(q&Hey 

due 

a? 
where e = e/]i. 
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Conditions on F, V, and G 

In addition to the foregoing equations, the dependent vari
ables F, V, and G must be known functions of J, 7; at an 
"initial" time, and F and G must be known functions of i\ 
and T at an initial streamwise location. Also, in terms of the 
transformed variables, the conditions at the edge(s) of the 
viscous layer, on the blade surface and on the reference wake 
streakline, cf. equations (7), (8), and (9), have the forms 

the leading and trailing edges of a blade, with each mesh 
interval being set equal to a constant times the previous one, 
according to 

F—T and G—1 for i/ — 00, 

F = 0 , K=0 ,and G = GJ&, T) or 

(23) 

OG/fli,),, 
-V2g7Reglv(g, T) 

peueHe 

for ,7 = 0, £<£„ (24) 

and 

V=0 for T) = 0, £>£,c , (25) 

respectively. 
Note that since the boundary layers on the upper and lower 

surfaces of a blade will generally differ, the upper and lower 
surface Levy-Lees variables will differ at a blade trailing edge. 
In the present analysis the upper surface variables are used to 
continue the calculation into the wake. Thus, the streamwise 
velocity and enthalpy in the wake must still satisfy equation 
(23) as r\ — 00, but F—Ue/Ue and G^H^/Hg as t\ 00, 
where the subscripts — and + refer to the lower and upper 
sides of the wake, respectively. 

For the calculations reported herein the conditions at the 
initial time are found from the solution of the steady boundary-
layer equations subjected to mean or steady in viscid edge con
ditions and driven by the mean pressure distribution. The tran
sients associated with this approximation are found to die out 
as the number of temporal periods increases. In addition, it 
can be shown that the transformed equations reduce to the 
Falkner-Skan similarity equations at a blade leading edge, if 
the flow is laminar and steady. Therefore, by setting the 
streamwise derivatives of the dependent variables equal to zero 
and starting the unsteady solution near a leading-edge stag
nation point, an approximation to the true time-dependent 
solution can be determined at the inflow boundary. This pro
vides approximate upstream boundary condition information 
for the solution of the unsteady viscous layer equations. 

Numerical Solution Procedure 
The partial derivatives in the transformed governing equa

tions are approximated by finite difference expressions. First-
order backward differences are applied to approximate stream-
wise and temporal derivatives; second-order central differ
ences, to approximate normal derivatives. At each streamwise 
station the streamwise momentum and energy equations are 
differenced about the nodes of the computational mesh; the 
continuity equation, about midpoints between adjacent nodes. 
The streamwise momentum and energy equations contain non
linear terms, so some method of linearizing the equations must 
be introduced. At each point in space and time, the equations 
are linearized about the previous spatial or temporal step and 
calculations are repeated, continually updating the lineariza
tion so that it is about the previous local iteration. This process 
is continued until the solutions for the flow variables converge 
to within a specified tolerance level. The finite-difference ap
proximation results in a block tridiagonal system of linear 
algebraic equations at each step, which is solved using the 
Thomas block inversion algorithm. 

The difference approximation is implemented on a grid that 
has nonuniform spacings in both the streamwise and normal 
directions. Uniform time steps are used. The spacings in the 
streamwise direction are chosen so as to cluster points near 

Asi+1 = ksAst (26) 

where / is the streamwise mesh point index. For the range from 
the leading edge of the blade to midchord, ks is set to be greater 
than one. The grid is then reflected about midchord, so that 
the streamwise intervals from midchord to the trailing edge 
are each a constant factor smaller than the preceding ones. 
The grid is then reflected again (i.e., it becomes the original 
expanding grid) into the wake, where it is extended approxi
mately five chord lengths downstream. 

A stretched grid is employed in the normal direction to 
capture the large velocity gradients that occur near the wall 
and to ensure that, for turbulent flow, there are enough points 
near the wall to adequately resolve the laminar sublayer. Since 
these requirements are a function of the solution, the grid in 
the normal direction is calculated by trial and error. The values 
of T)„ and Y + are calculated as a part of the solution. Here, 
n is a normal mesh point index and Y + is a Reynolds number 
based on the friction velocity, ( r^ /pj 1 7 2 , and the normal dis
tance from the blade. The grid parameters, i.e., the initial 
spacing AT/!, the number of points Nmax, and the multiplier k,„ 
satisfy 

A^J, = fc<"-1,A^I, n = l,...,7Vmax (27) 

These parameters are then adjusted so that the value of i\ at 
the edge of the boundary layer is at least 8.0 for laminar flow 
and at least 12.0 for turbulent flow. For a turbulent flow the 
value of Y+ at the first mesh point off the wall is set to be 
less than 1.0 so that the laminar sublayer can be resolved. 
Finally, a sufficient number of points are used in the normal 
direction so that the flow over the entire viscous layer can be 
resolved accurately. At present, generally, between 50 and 100 
points are considered sufficient for this purpose. 

The constant time step used for the time integration is based 
on the frequency of the imposed unsteady excitation and the 
number of time steps prescribed for each period of oscillation, 
usually around 50. 

Results and Discussion 
The foregoing analysis has been developed to predict the 

unsteady viscous layer flows that arise because of aerodynamic 
interactions between adjacent blade rows. However, to eval
uate this analysis, solutions have first been determined for 
several simple flow configurations. Thus, we have considered 
steady laminar flow past a flat-plate airfoil having a prescribed 
surface heat flux, and unsteady laminar and turbulent flows 
past flat plates placed in oscillating free streams. After as
sessing the accuracy of the unsteady viscous analysis, it is 
applied to the turbine stage, i.e., stator and rotor, investigated 
experimentally by Dring et al. (1982,1986). For the calculations 
described below the Prandtl number, Pr, the turbulent Prandtl 
number, Pr r , and the specific heat ratio, 7, have been set equal 
to 0.72, 0.95, and 1.4, respectively. 

Flows Over Flat-Plate Airfoils. A steady flow past a semi-
infinite flat plate has been analyzed to assess the ability of the 
.present analysis to predict the wall temperature resulting from 
a prescribed wall heat flux distribution. The flow conditions 
and the wall heat flux (qw) are shown in Fig. 1(a). Here, qw = q%/ 
<7w,Ref» the superscript * refers to a dimensionless quantity, and 
the subscript - 00 refers to the upstream free-stream condition. 
Note that there is an unheated length aft of the plate leading 
edge. The flow is laminar and has been calculated using a finite 
difference grid consisting of 101 uniformly spaced streamwise 
points with As « 0.0025 and 101 variably spaced normal points 
with Arj! =0.025 and k„= 1.02. 
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Fig. 1 Steady laminar flow over a heated flat plate: (a) prescribed wall 
heat transfer rate, (b) predicted Stanton number distribution 

Fig. 2 Laminar flow over a flat plate in an oscillatory stream: (a) am
plitude of skin friction fluctuation, (•) phase angle of skin friction fluc
tuation 

The Stanton number (St) is defined as 

St = -
<7w (28) 

/3t-0oW_0OCp(j w— T0, -oo) 

where C£ is the specific heat of the fluid at constant pressure 
and !To?_o„ is the upstream free-stream total temperature. The 
computed results for the Stanton number are shown in Fig. 
1(b) along with the experimental measurements of Blair et al. 
(1981) and the finite-difference boundary-layer solution of Ed
wards et al. (1982). The agreement between the two calculations 
and the experiment is quite good, and indicates that the present 
analysis gives accurate predictions of heat transfer effects for 
steady laminar flow. 

A second test case has been analyzed to assess the ability of 
the present analysis to predict unsteady effects. We consider 
the unsteady viscous flow over a flat plate that lies fixed in an 
oscillating free stream. Here, 

ue = u0[l+B cos (ot)] (29) 
where u0 is the time-averaged streamwise velocity at the edge 
of the boundary layer, and UQB and a> are the amplitude and 
frequency, respectively, of the fluctuating streamwise velocity. 
The laminar problem was first considered by Lighthill (1954) 
who developed analytic solutions for low and high reduced 
frequencies, i.e., cas/u0 = ti)*s*/uo, where the distance along 
the plate, s, is measured from the leading edge. Lighthill's 
solution indicate that the oscillatory wall shear stress leads the 
prescribed edge velocity by a phase angle that increases nearly 

linearly with reduced frequency at low reduced frequency and 
by a phase angle that approaches 45 deg at high reduced fre
quency. Since Lighthill's original paper, these results have been 
verified numerically by many investigators including Acker-
berg and Phillips (1972), McCroskey and Philippe (1975), and 
Cebeci (1977). 

For the specific case considered here, we set 5 = 0.15, 
u$ = 17.1 m/s, and co* =234.55 rad/s. The computational mesh 
consisted of 33 points in the streamwise direction, where the 
mesh spacing was expanded from an initial As of 0.005 using 
a stretching factor of 1.1, and 41 points in the normal direction, 
expanded from an initial Arj! of 0.05 using a stretching factor 
of 1.07. Calculations were performed over two temporal pe
riods of the oscillation using forty (40) uniform time steps per 
period. The steady flow corresponding to B = 0 was used as 
an initial condition, and it was found that transient unsteady 
behavior disappeared after approximately 40 time steps (one 
period of the oscillation). 

The skin friction can be written as 

Cf = -

u*1 

o « — t 

-=Cf+Cflcos(wt + <t>Cf)+... (30) 

where T,* is the surface shear stress, the upstream free-stream 
density (p*_oo) and velocity («*_«,) are equal to the mean density 
and velocity at the edge of the viscous layer, and the dots refer 
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Fig. 3 Turbulent flow over a flat plate in an oscillating stream: (a) am
plitude of skin friction fluctuation, (b) phase angle of skin friction fluc
tuation 

to terms of higher order in frequency, which are assumed to 
be negligible in LighthilFs analysis. Numerical predictions for 
the amplitude Cfl and phase angle 4>Cf of the skin friction 
fluctuation are shown in Fig. 2 along with predictions based 
on Lighthill's asymptotic solutions. The present results are in 
very good agreement with the asymptotic results at the extremes 
of the reduced frequency range considered. Furthermore, the 
present results are in very close agreement with those deter
mined by Cebeci (1977) for incompressible unsteady boundary 
layers. 

The turbulent version of the foregoing problem has been 
studied numerically by McCroskey and Philippe (1975) and 
Cebeci (1977), and experimentally by Karlsson (1959). We con
sider the specific case in which ŵ  = 5.33 m/s, 5 = 0.352, and 
oj* =25.13 rad/s. Predictions for the amplitude and phase of 
the fluctuating skin friction are shown in Fig. 3, along with 
the numerical results of McCroskey and Philippe (1975) and 
Cebeci (1977) and Karlsson's data. The Cebeci-Smith turbu
lence model with an unsteady correction to the pressure gra
dient term was used in each of the analyses. The results indicate 
that the phase shift, 0 C / , is much smaller for turbulent flow 
than it is for laminar flow. However, the numerical solutions 
are only in qualitative agreement over the range of the reduced 
frequencies considered. Moreover, they do not match the two 
data points. The lack of agreement between the numerical 
predictions and the experimental measurements for this simple 

flow is somewhat surprising. It is most likely due to the use 
of a turbulence model that is not adequate for unsteady flows 
and, perhaps, to experimental uncertainties. The reasons for 
the discrepancies between the various numerical predictions 
are not clear at the present time. 

Turbine Stator and Rotor. We proceed to analyze the flows 
along the stator vanes and rotor blades of the turbine stage 
investigated experimentally by Dring et al. (1982, 1986). The 
test configuration consisted of a row of 22 stator vanes fol
lowed by a row of 28 rotor blades. Two different axial gap 
distances between the adjacent rows, i.e., 15 and 65 percent 
of blade chord, were investigated. The suction and pressure 
surfaces of the stator and rotor blades were instrumented to 
measure blade-surface pressures and temperatures. Electrically 
heated metal foil strips attached to the blade surfaces provided 
uniform heat flux distributions. 

Some of the pressure taps were designed to measure the 
time-averaged (mean) pressure while other high response pres
sure transducers were designed to measured the fluctuating 
pressure. The latter measurements were represented and tab
ulated as a series of Fourier coefficients. There was an insuf
ficient number of transducers to determine the pressure gradient 
fully along the entire stator and rotor surfaces for use in the 
boundary-layer calculation. However, numerical results that 
were determined using the steady potential flow analysis of 
Caspar et al. (1980) were found to compare quite well with 
the available mean pressure data. Therefore, the pressure dis
tributions determined from this inviscid analysis were used to 
provide the mean surface pressure distributions required for 
the boundary-layer calculations. The experimental Fourier 
coefficients of the fluctuating pressures were spline fit to pro
vide estimates of the unsteady surface pressure distributions. 
These estimates were then superimposed on the mean pressure 
distributions to provide the unsteady pressure distributions 
used in the unsteady viscous calculations. 

The viscous layer equations require that the edge velocity 
and enthalpy as well as the pressure be known functions of 
the streamwise distance, s, and time, t, but the surface pressure 
at discrete points is the only quantity available from the data. 
Therefore, the Euler equations have been solved along a blade 
surface to determine the edge velocity and enthalpy that cor
respond to the measured time-varying pressure distribution 
along the surface. 

Results for the suction and pressure surfaces of the stator 
and rotor blades are presented below for the 15 percent gap 
case. The following free-stream and reference conditions were 
specified for the stator and rotor: 

Stator Rotor 

M_„ 

p i „ 
Tt„ 
j * 

Re 

= 
= 
= 
= 
= 

0.0704 

100,979 N/m 

288.1 K 

0.15066 m 

247,156 

M_„ 

P*-„ 

r*„ 
i * 

Re 

0.1065 

100,500 N/m 

288.2 K 

0.16105 m 

397,667 

where M is the Mach number, L*ef is the axial blade chord, 
and the subscript ( - oo) refers to the upstream free-stream 
state. The wall heat flux, g*, was 0.00503 kW/m2 for both the 
stator and rotor. The rotor blade passing frequency was 1202.6 
rad/s, which corresponds to a rotation at 410 rpm with 28 
rotor blades passing each stator vane during one revolution. 
Since there are only 22 stators, the stator passing frequency 
as seen from the rotor is 943.7 rad/s. Thus, the reduced fre
quencies (based on blade chord) of the unsteady flows in the 
stator and rotor are 5.94 and 5.35, respectively. 

Calculations were performed for the boundary layers on 
both the suction and pressure surfaces of the stator and rotor 
blades. Numerical grids for these surfaces were constructed as 
detailed above. The normal grid for both the stator and the 
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rotor surfaces consisted of 41 points across the boundary layer, 
starting from an initial spacing of A ĵ = 0.002 and expanding 
into the flow with a stretching factor of 1.2. Nonuniform 
streamwise grid spacings were used. In all cases, 100 points 
were used on a blade surface. The initial streamwise spacing 
was approximately 0.0006, and the streamwise stretching factor 
was 1.05. All unsteady calculations were performed over three 
temporal periods using 50 uniform time-steps per period. 

The pressure can be expressed as a Fourier series, i.e., 

where p is the time-averaged pressure and p„ is the amplitude 
of the nth Fourier component of the pressure. For comparisons 
with experimental data we also introduce the time-averaged 

pressure coefficient, i.e., Cp = (p-pte)/ \\p*v<i' where 

V=(u + ir)2 is the local flow speed. Similarly, the Stanton 
number can be expressed in the form 

St = St + ^ St„cos(nut + 4>stn) (32) 

The experimental values of Cp and p„ serve as input to the 
boundary-layer calculations described below, and_these cal
culations are used to predict the Stanton numbers St and St„. 

Numerical results compare reasonably well with the meas
urements in regions where the flow could be identified as either 
laminar or fully turbulent, but not as well in transition regions. 
In each case, the amplitudes of the Fourier terms for pressure 
and Stanton number decreases rapidly with increasing n. De
termination of the locations of the beginning and end of the 
transition region was made from hot-film measurements and 
the measured Stanton numbers. Although the actual locations 
varied with time, they were assumed to be stationary for the 
calculations. The locations specified were S\ = 0.85 and5,

2= 1.05 
for the stator suction surface, ^=0.85 and 2̂ = 2.5 for the 
stator pressure surface, S\ = 0.01 and 52=l-00 for the rotor 
suction surface, and s{ =s2 = 0 (the leading edge) for the rotor 
pressure surface. Uncertainties concerning these locations, as 
well as the fact that the transition and turbulence models were 
not constructed for unsteady flow with heat transfer, account, 
perhaps, for some of the discrepancies between the calculations 
and the experimental data. 

Stator. Results for the stator suction surface, including mean 
and fluctuating surface pressure and Stanton number distri
butions, are shown in Fig. 4. The unsteadiness on the stator 
is caused by the static pressure or potential flow variations 
associated with the downstream rotor. Since these attenuate 
rapidly with axial distance upstream of the rotor, unsteady 
effects on the stator blade are most pronounced near the trail
ing edge. The mean surface pressure coefficient and the am
plitudes of the first three Fourier pressure terms are shown in 
Figs. 4(a) and 4(b), respectively. The results from the steady 
and unsteady boundary-layer calculations are shown in Figs. 
4(c) and 4(d). Figure 4(c) contains a plot of the mean Stanton 
number and the corresponding unsteady envelope, along with 
the measured mean data. The envelope was constructed by 
adding to and subtracting from the mean Stanton number the 
sum of the amplitudes of the Fourier coefficients. As such, it 
is only an approximation to the envelope that would be con
structed from the maximum and minimum Stanton numbers 
at each streamwise station. The magnitudes of the Fourier 
coefficients normalized by the mean Stanton number (Fig. 4d) 
indicate that the unsteady heat transfer effects are concentrated 
near the trailing edge of the stator vane, and that the second 
and third-harmonic responses are small compared to the first-
harmonic response at the rotor blade passing frequency. 

An experimental investigation by Lokay and Trushin (1970) 
and a theoretical investigation by Telionis (1981) indicate that 
unsteady pressure effects could increase the mean heat transfer 
rate along airfoil surfaces over the rate that would occur for 
the same airfoil operating in a steady flow. In order to test 
this hypothesis for the present configuration, a steady calcu
lation was performed using the mean pressure distributions as 
input. It was found that the Stanton number distributions 
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Fig. 5 Flow over stator blade pressure surface: (a) mean pressure dis
tribution, (b) first three Fourier pressure components, (c) mean Stanton 
number, (d) first three Fourier components of Stanton number 

Fig. 6 Flow over rotor blade suction surface: (a) mean pressure distri
bution, (b) first three Fourier pressure components, (c) mean Stanton 
number, (d) first three Fourier components of Stanton number 

determined from this steady calculation differed only slightly 
from the mean Stanton number distributions determined from 
the unsteady calculation. This indicates that the unsteady pres
sure did not cause a noticeable increase in the mean heat trans
fer rate along the stator suction surface. The experimental 
measurements also bear this out because the mean Stanton 
number was found to be insensitive to the axial spacing between 
the stator and rotor. 

Similar results for the stator pressure surface are shown in 
Fig._5_. Note that the scales uses in Figs. 4 and 5 for pn/p and 
St„/St are different. As mentioned above, the data indicated 
the presence of a large transition region along the stator pres
sure surface. The calculated mean Stanton number distribution 

is shown along with the measured data in Fig. 5(c). The un
steady pressure fluctuations had an insignificant effect on the 
heat flux along the pressure surface; therefore, no envelope 
for the Stanton number is shown in Fig. 5(c). The calculated 
results compare very well with the measured data over the 
entire pressure surface, indicating that the transition and tur
bulence models used in the calculation are adequate if unsteady 
disturbances are small. Note that the maximum value of the 
first Fourier coefficient of the Stanton number (Fig. Sd) is less 
than 0.5 percent of the mean value, indicating that there is 
very little effect of the pressure field associated with the moving 
downstream rotor on the viscous layer along the pressure sur
face of the stator. As was the case for the stator suction surface, 
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Fig. 7 Flow over rotor pressure surface: (a) mean pressure distribution, 
(b) first three Fourier pressure components, (c) Stanton number based 
on steady calculation, (d) skin friction results from steady calculation, 
(e) skin friction at station upstream of reverse flow region 

the Stanton number distribution calculated with the steady 
boundary-layer analysis using the mean pressure distribution 
as input is identical to the mean Stanton number distribution 
calculated with the unsteady boundary-layer analysis. 

Rotor. The rotor blades encounter a much more complicated 
unsteady flow field than the stator vanes because the rotor is 
affected by the viscous wakes coming off the stator as well as 
the potential flow disturbances associated with the stator. Thus 
each rotor blade-sees time-dependent total pressure and total 
temperature variations, including pockets of high free-stream 
turbulence, in addition to time-dependent static pressure var
iations. 

The present unsteady calculations were performed by as
suming that the effect of the upstream stator on the rotor 
blades was confined to the measured static pressure fluctua
tions. Thus, because of a lack of experimental information, 
we assumed that there was no increase in free-stream turbulence 
or change in total pressure or total temperature resulting from 
the stator/rotor interaction. Comparisons between steady flow 
predictions and the time-averaged data indicate that the latter 
effects do not have a very significant influence on the mean 
surface pressures. 

The mean pressure distribution on the suction surface and 
the first three Fourier pressure coefficients are shown in Figs. 
6(a) and 6(6). Note that unsteady pressure effects are most 
severe near the leading edge, the second and third Fourier 
components are small compared to the first, and the amplitudes 
of the pressure fluctuations associated with the rotor are greater 
than those for the stator. The results of the viscous layer 
calculation are shown on Figs. 6(c) and 6(d). The experiment 
indicates a large transition region along the suction surface, 
but it is difficult to determine the precise location of this region 
from the data. The unsteady pressure fluctuations die out as 
the trailing edge is approached, but the Stanton number fluc
tuations (Fig. 6d) persist. 

The mean pressure and the spline-fit Fourier pressure coef
ficients for the pressure surface of a rotor blade are shown in 
Figs. 7(a) and 1(b), respectively. As on the rotor suction sur
face, unsteady pressure effects are most severe over the forward 
part of the blade. The data indicate that the flow is fully 
turbulent over most of the blade pressure surface, so instan
taneous transition at the leading edge was specified for the 
boundary-layer calculations. 

The unsteady boundary-layer calculation indicated flow re
versal (Cf <0) at a point just downstream of the leading edge, 
and hence, could not be continued beyond this point. Instead, 
we applied a steady boundary-layer calculation using the ex
perimental mean pressure distribution to provide the Stanton 
number and skin friction distributions shown in Figs. 7(c) and 
1(d), respectively. The predicted steady Stanton number is in 
reasonable agreement with the measured data. The steady flow 
does not separate, but the skin friction does dip toward zero 
at a point just downstream of the leading edge, as indicated 
in Fig. 1(d). 

If the unsteady skin friction is negative, instantaneous flow 
reversal could occur. This is the case for the unsteady boundary 
layer on the rotor pressure surface. Figure 7(e) shows a plot 
of the skin friction versus time at the streamwise station just 
upstream of the one at which Cf becomes less than zero for 
part of the cycle. It can be seen that, although the mean skin 
friction is much greater than zero, the instantaneous value dips 
almost to zero at t~ 1.2. At the next station the instantaneous 
skin friction dipped below zero, indicating reverse flow, and 
forcing termination of the unsteady calculation. This result 
implies that the actual flow may contain small regions of re
verse flow over part of a cycle. Upstream of the point at which 
flow reversal was predicted, the steady and unsteady boundary-
layer calculations indicated no difference between the steady 
and the temporal mean value of the unsteady Stanton numbers. 
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Conclusions 

An unsteady, compressible boundary-layer analysis has been 
described in which the governing equations are solved in terms 
of similarity-type variables to effectively capture the growth 
of the viscous layer. Results from this analysis were shown to 
compare quite well to previous numerical results for laminar 
steady and unsteady flows over flat-plate airfoils. For unsteady 
turbulent flow over a flat plate, the present numerical results 
and those obtained by previous investigators show similar 
trends, but are not in good quantitative agreement. In addition, 
the numerical results differ considerably from available data. 
This situation points, perhaps, to the need for better turbulence 
and transition models for unsteady flows and should be in
vestigated in more detail in the future. 

Finally, the analysis was applied to low-speed flows over 
stator and rotor blades, and predictions were compared with 
experimental measurements. The unsteady excitation (pres
sure) and response (Stanton number) at the fundamental or 
blade passing frequency were much more severe than the ex
citation and response at integer multiples of the blade passing 
frequency. Moreover, it was found that the mean heat transfer 
rates calculated using the unsteady boundary-layer analysis and 
the heat transfer rates calculated using a steady analysis were 
in close agreement. Thus, the unsteady pressure effects, studied 
herein, did not lead to enhanced mean heat transfer rates along 
the stator and rotor blade surfaces. 
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Investigation of the Flow at the 
Exit of an Unshrouded Centrifugal 
Impeller and Comparison With the 
"Classical33 Jet-Wake Theory 

L2F measurements of the flow at the exit of modern unshrouded centrifugal impellers 
with backswept blades yield a much more uniform velocity profile compared to 
former measurements on impellers with radial blading. Further evaluations show 
that the "classical" jet-wake theory assuming an isentropic jet and a wake flow 
congruent with the shape of the blade at the impeller exit needs correction in order 
to obtain meaningful results when interpreting thermodynamic measurements on 
centrifugal compressor stages. 

Introduction 

For the assessment of a centrifugal compressor stage and its 
further optimization, it is fundamentally essential to know 
where in the stage the losses occur and what the nature of the 
mechanisms is that leads to these drops in efficiency. When 
information about this has been obtained, the next step in 
development is to perform purposeful work on improving the 
components concerned. 

In this connection, special significance is attached to the 
distinction between impeller and diffuser losses. The flow leav
ing the impeller of a centrifugal compressor is far from uni
form. The mixing of this disturbed flow mainly takes place in 
the vaneless space between the impeller trailing edge and the 
diffuser vane leading edge and it generates further losses. 

It is certainly appropriate to attribute the flow losses oc
curring in this region to the diffuser, whereas the mixing losses 
must be attributed to the impeller since they are produced there. 
The problem is to split these two locally inseparable phenomena 
within a theoretical model in an admissible manner. 

One possibility for handling this problem is to apply the jet-
wake calculation model according to Japikse (1985). However, 
there are clear differences between the results of the jet-wake 
calculation and the results of L2F measurements of the flow 
field at impeller exit of modern unshrouded impellers with 
backswept blading. 

Such L2F measurements have been performed within the 
scope of the present work. Consequently correcting factors 
were derived from the measurements and implemented in the 
calculation model to obtain a more realistic picture of the flow 
phenomena at impeller exit. 

Calculating the Impeller Losses 
The division between impeller and diffuser losses can be 
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performed at the moment when a clear definition for the ther
modynamic state at the impeller exit is found. Certainly one 
basis for this is the measurement of the static pressure/^ from 
which the other thermodynamic values can be derived. This 
method is incorrect in that the mixing losses mentioned in the 
introduction cannot be allowed for because they occur in the 
vaneless space after the impeller and therefore are not included 
in the measurement and calculation. With this method they 
would wrongly be attributed to the diffuser. 

Thus a theoretical model is needed by which the thermo
dynamic values at impeller exit can be corrected in the right 
manner. 

One possibility is to use a calculation method called here 
the "classical" jet-wake model. This calculation method is 
based on the considerations of Dean and Senoo (1960) and the 
comprehensive investigations of Eckardt (1977). Japikse put 
it in simple equations and presented it in detail (1985, 1986). 

The basic idea of the model is that the impeller exit flow 
can be divided into a jet and a wake zone; see Fig. 1. This 
idea is supported by the results of measurements presented by 
Eckardt and others in their works. 

An example of the velocity distribution measured by Eckardt 
is shown in Fig. 2. In the measured profile two zones with 
quite different velocity levels can clearly be distinguished. This 
significant distribution suggests the theory that the jet zone is 
an isentropic core flow with high velocities and that all the 
losses occurring in the impeller can be attributed to the wake 
zone. The additional mixing loss after the impeller can then 
be calculated by balancing these two zones of flow. 

The "Classical" Jet-Wake Theory 
The assumptions of this theory are as follows: 
(a) The jet is isentropic. 
(b) The wake contains all impeller losses; it leaves the im

peller congruent with the blading (fi2f = fiw)-
(c) The mass flow fraction of the wake is about 15-25 

percent. 
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Fig. 1 Jet and wake zones at impeller exit 
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Fig. 2 Impeller exit flow according to Eckardt (1977) 
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Fig. 3 Impeller efficiencies with and without jet-wake model (calcula
tion model already modified as illustrated later in this paper) 

In order to use this theory, the static pressure p2 at the 
impeller exit must be measured; in addition the total states at 
stage inlet and exit must be known. The following equations 
apply to the jet: 

T2j=TOT*(p2/p0T)!iV (1) 

Pij=Pi/{R*TtJ) (2) 

W2j=yJu2
2-2cp(T2J-T0T) (3) 

Thus the relative velocity in the jet can easily be calculated. 
Equation (3) implies that there is no prewhirl at the impeller 
inlet. 

The following equations apply to the wake: 

P2W=P2J = P2 

&2F=^2B 

The mixing of the two zones takes place directly at the 
impeller exit observing the conservation of momentum in cir
cumferential and radial direction, continuity, and the conser
vation of energy. 

The complete system of equations is very extensive, and is 
presented and discussed in detail by Japikse (1985). As a result 
of the calculations, the jet, the wake, and the mixed-out state 
are completely defined. Especially the corrected static values 
p2* and r2» (* = mixed out) are known, giving the possibility 
for an improved calculation of the impeller efficiency. 

The effect of applying that calculation method is illustrated 
in Fig. 3. It is obvious that the model, apart from correcting 
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total-
3.3
400 s-l

at
0.96

at
0.95

350 mm
70 0

10
10

Table 1 Description of impeller A

Geometry:
Impeller exit diameter
Blade angle at impeller exit
Number of main blades
Number of splitter blades

Operating conditions at K~o=1.255 and
Vrel=O.l:

Stage pressure ratio
to-total
Rotational speed
Relative Mach number
impeller inlet
Absolute Mach number
impeller exit

Table 2 Performance data of the test rig

R,

L2F measuring
position

z
mm

Fig. 6 Measuring position at impeller exit

Fig. 4 Impeller A

185

175

180

170

165

R
mm

::1
190

Fig. 5 Layoul of the installation: upper floor from lell to right: stabiliz·
ing chamber, compressor, torque·measuring shaft and planetary gearing,
asynchronous motor

distribution of the degree of turbulence, i.e., zones of low Cm2

velocities coincide very well with zones of high degrees of
turbulence.

The rear wake zone (hub wake) was excluded from the in
tegration, for it is caused by a contour step from the impeller
hub to the casing and therefore bears little relation to the real
flow at the impeller exit (see also Fig. 6).

1. 5 MW
32000 min- 1

7 m3 /s
0.4-1.5 bar

6

Max. power
Max. speed
Max. volume flow
Intake pressure
Max. pressure ratio

New Measurements on Impellers With Backswept
Blading

Applying the "classical" jet-wake theory described in the
preceding chapter to measurements on modern impellers,
doubts arose, as time went by, on the reliability of the cal
culation method; in some cases diffuser and impeller char
acteristics were obtained that did not appear to be fully credible.
For that reason it was decided that the impeller exit flow of
modern compressors should be investigated by using up-to
date measuring methods (L2F) in order to check the funda
mentals of the theory. These measurements were performed
on two similar impellers referred to hereafter as impeller A
and impeller B. As an example impeller A is shown in Fig. 4
and described in Table 1.

With both impellers, L2F measurements of the flow field at
the impeller exit were performed at different circumferential
Mach numbers and different throttling conditions. The test
bed and some of the tests have briefly been described by Witt
wer and Kiipfer (1986). Figure 5 shows the layout of the in
stallation, and Table 2 gives some performance data of the
test rig.

In Fig. 6 the measuring position can be seen; Figs. 7-9 show
velocity distributions of impeller B for Kuo = 1.255 and me
dium throttling condition of the compressor.

It is conspicuous that the velocity profiles are much more
equalized than those of Eckardt's measurements (Fig. 2). Es
pecially the wake zone is not so sharply defined and the cir
cumferential components seem to be almost equalized in the
jet and the wake. In any case Cu2w < Cu2l is valid.

The profiles obtained were evaluated numerically, a mean
flow value being determined in each case for the jet and the
wake zone. Jet and wake were distinguished by the following
criterion: Wake exists where the local value of the meridional
component is less or equal to 90 percent of the global mean
value. These points are marked by black dots in Figs. 10 and
11. It can be seen that this choice is well correlated to the

the impeller efficiency, balances the characteristics quite well.
By using this model, different corrected speed lines (full lines)
fit very closely together for the whole volume range, just as
expected as long as Reynolds and Mach number influences are
negligible.
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Fig. 7 Relative velocity at impeller exit referred to the circumferential 
velocity (impeller B) 
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Fig. 8 Meridional velocity at impeller exit (impeller B) 
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Fig. 9 Circumferential velocity at impeller exit (impeller B) 

Figure 12 shows the numerical evaluation of the jet and 
wake zones together with global averaging. The results are area 
averaged values. 

If the results of the L2F measurements are compared (after 
a slight corrective calculation because of detected measuring 
errors) to the velocity vectors of the jet-wake model, it is found 
that this model coincides quite well with the mixed-out state, 
but does not reflect the jet and wake components exactly (Fig. 
13). 

This permits one to suspect that the "classical" model may 
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Fig. 10 Wake zones in the cm distribution (impeller A) 
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Fig. 11 Wake zones and degree of turbulence (impeller A) 
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Fig. 12 Evaluation of the jet-wake measurements (impeller A) 

lead to an overly high mixing loss because of higher velocity 
differences. 

In particular it can be seen that (a) the velocity in the jet 
Wu is less than wy, is, and that (b) the wake flow is by no 
means congruent with the blading. 
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Fig. 13 Velocity vectors in jet and wake at two different operating points 
(impeller A) 
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The condition for isentropic flow W2 = w2is is just satisfied 
at the "jet-points." 

Fig. 14 Approximately isentropic stream lines (impeller A) 
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Fig. 15 Velocity vectors in jet and wake at two different operating 
points, calculated with the modified model (impeller A) 

It was especially examined whether an isentropic core could 
be found at any point in the flow field. For this purpose the 
definition factor for the wake has been increased until only 
one point was left as jet point showing the maximum velocity 
in the flow area. The velocity of this core can be calculated 
from Eqs. (1) and (3). In the present case it is w2js « 
244 m/s. From Fig. 14 it can be seen that the condition for 
"isentropic jet" is approximately satisfied only at one point 
in the channel. 

Consequences Derived From the Investigations 
The investigations performed show that the "classical" jet-

wake model needs improvement. It is converted into an ad
vanced two-zone model with a polytropic jet zone and a less 
"poor" wake zone where the flow must not be congruent with 
the blading. The new assumptions are: 

(a) The jet, although it contains lower losses than the wake, 
is not isentropic; Eq. (1) becomes 

- / 1poU (4) 

(5) 

Tu— TQT* (PI/POT) « 

Eqs. (2) and (3) remain unchanged. 
(b) To the wake zone 

cu2w — Fmv* cu2J 

must be applied instead of /32F = fes-
These modified conditions can easily be implemented in the 

calculation model used up to now. The parameters ijpoi,y and 
Fuw as well as the wake mass flow fraction m„/m were deter
mined from measurements at the impeller exit. 

To determine ?jpoi j Eqs. (3) and (4) have only to be reversed: 

T2J =(u2
2-w

i
2j)/2cp+T0T ' (3a) 

•nPoij =(K-1)/K* In (p2/poT) An (T2J/T0T) (4a) 

(>?poi,iv can be determined in the same way.) 
The following ranges were thus obtained for the various 

parameters: 

but mainly 0.92-0.95 
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but mainly 0.92-0.94 
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Vpo\,J 

Vpol,w 

F„ 
uw 

m„/m 
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= 0.79-0.96 
= 0.73-0.84 
= 0.81-0.99 
= 0.11-0.21 
= 0.29-0.425 but mainly 0.35-0.4 
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Fig. 16 Polytropic impeller efficiency (impeller A) 
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Application to an Example 
The jet-wake calculation procedure was modified according 

to the preceding chapter and the same application case as 
illustrated in Fig. 13 was calculated. In particular the following 
values were used for the input parameters: 

0.1 1.0 

Fig. 17 Polytropic impeller efficiency (impeller B) 

>JPOW 0.875 0.875 
F 1.0 0.9 
mjm " °-18 °-18 

From Fig. 15 it can be seen that good conformity of the 
velocity vectors can be attained in this way. 

Because of the similarity principle all operating points (apart 
from surge and choke) should form one single characteristic 
flpQTi = / (5 ) as long as the influences of Reynolds and Mach 
number are negligible. Differences from this expectation would 
have to be attributed to incorrect modeling. 

Figures 16 and 17 show impeller characteristics evaluated 
according to the modified procedure (with constant parame
ters). The coincidence of the characteristics actually shows only 
a small influence of Reynolds and Mach number and may be 
taken as an indication that the calculation model works very 
well. 

Conclusions 
Flow measurements with L2F at the exit of modern cen

trifugal impellers have shown that the "classical" jet-wake 
calculation method with an isentropic jet needs correction in 
order to obtain meaningful results when interpreting meas
urements on compressors. The proposed modification to the 
method uses constant parameters for the time being, but even 
in this way a clear improvement of the calculation is achieved. 

For future work it shall be reserved to demonstrate the 
dependence of these parameters on the throttling conditions 
and the speed of the machine, and to contribute to a further 
improvement. 

These rather qualitative statements of the parameter values 
have deliberately been chosen in order to give an idea of the 
order of magnitude. It is obvious that the jet efficiency -qpoU 

of a low-loss impeller will be higher than that of a less optimized 
impeller. Furthermore, the parameters depend on the throttling 
condition of the machine and the circumferential Mach number 
(i.e., speed). A precise presentation of these relationships, how
ever, shall be reserved for later publications. 
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Centrifugal Compressor Impeller 
Aerodynamics: An Experimental 
Investigation 
The ability to acquire blade loadings (surface pressure distributions) and surface 
flow visualization on an unshrouded centrifugal compressor impeller is demon
strated. Circumferential and streamwise static pressure distributions acquired on the 
stationary shroud are also presented. Data were acquired in a new facility designed 
for centrifugal compressor aerodynamic research. Blade loadings calculated with a 
blade-to-blade potential flow analysis are compared with the measured results. Sur
face flow visualization reveals some complex aspects of the flow on the surface of 
the impeller blading and hub. 

Introduction 
Centrifugal impellers are used in a wide variety of products 

ranging from conventional water pumps to space shuttle main 
engine fuel and oxidizer pumps, from squirrel cage fans to 
high pressure ratio gas turbine compressors, from tiny cryo-
cooler compressors to large industrial petrochemical com
pressor stations. Although centrifugal pumps and compressors 
have been in use for over a century, much empiricism is still 
present in the compressor design process. 

The individual flow channels of a centrifugal impeller are 
twisted three-dimensional passages making a 90 deg turn in 
the meridional plane and opposite blade angle turns in the first 
and second halves of the impeller passage. In the axial inlet 
section of the impeller (the inducer), the blade angle with 
respect to the tangent direction increases, thus allowing pres
sure rise through internal flow diffusion. In the radial discharge 
portion of the impeller (the exducer) where blade loading is 
dominated by Coriolis forces, the blade angle is reduced in 
order to prevent excessive loading. This reversal of blade angle 
development between impeller inlet and discharge results in 
the typical " S " shape of a centrifugal impeller blade contour. 

Design and analysis methods for centrifugal impellers vary 
from simple scaling of existing designs based on similarity 
considerations to time-dependent viscous fully three-dimen
sional Navier-Stokes codes. Current centrifugal compressor 
design practice typically involves a process where programs of 
increasing complexity are successively run (Holbrook and 
Brasz, 1984; Piatt, 1981; Krain, 1984). 

Sizing is the first step in the compressor design process. After 
a speed selection has been made and the major design param
eters have been fixed, a more detailed performance analysis is 
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35th International Gas Turbine and Aeroengine Congress and Exposition, Brus
sels, Belgium, June 11-14, 1990. Manuscript received by the International Gas 
Turbine Institute January 21, 1990. Paper No. 90-GT-128. 

carried out to determine off-design behavior using some kind 
of overall compressor performance prediction program (e.g., 
Jansen, 1967; Frigne and Van den Braembussche, 1979; Mus-
grave, 1980; Herbert, 1980; Casey and Marty, 1985). These 
sizing and overall performance prediction programs are very 
empirical in nature. 

Neither the sizing nor the overall performance analysis pro
gram needs or calculates the three-dimensional geometry of 
the impeller. These programs always assume "well-designed" 
pellers. Since most performance analysis programs are in-house 
industrial programs, "well-designed" means similar to the pre
vious impeller designs, which were used to calibrate the per
formance prediction program. 

The final three-dimensional geometry of the impeller is al
ways a compromise between manufacturability and aerody
namics. The geometry is obtained after a number of iterations 
between geometry generation and an aerodynamic internal flow 
calculation. The aerodynamic requirement is that the edge 
velocities along the impeller channel passage surfaces (hub, 
shroud, pressure and suction sides) vary smoothly through the 
impeller, i.e., without strong sudden decelerations, which would 
cause flow separation. Also, blade loading, which can be seen 
as the difference between suction and pressure side velocities 
(or pressures) should be limited. Purely inviscid blade-to-blade 
calculations indicate that too much blade loading reduces the 
relative velocities on the pressure side of the blade to unac-
ceptably low values. In extreme cases inviscid flow reversal 
can occur on the pressure side of the blade. Moreover, a strong 
normal blade-to-blade pressure gradient forces large amounts 
of low-momentum fluid to accumulate at the lower pressure 
shroud/suction side of the passage, thus causing a larger wake 
to leave the impeller. 

Recommended values for the major impeller design param
eters, viz., blade loading and internal diffusion, have been 
determined over time by various industrial design groups based 
on test results of different impellers. Due to a lack of systematic 
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experiments no preferable loading choice can be made, e.g., 
front loading versus center loading versus uniform loading. 
Similarly, the question of where to reduce the relative velocity, 
in the initial part of the impeller (where the boundary layer is 
still thin) or uniformly over the blade length, has not been 
settled either (Dallenbach, 1961; Jansen and Kirschner, 1967). 
It is also important to keep in mind that the actual results of 
blade-loading calculations obtained from inviscid quasi-three-
dimensional programs depend on the specific assumptions made 
with regard to impeller slip (the deviation between the discharge 
blade metal angle and the mass-averaged flow angle), inci
dence, and blockage due to boundary layer build-up. For ex
ample, the assumption of a larger slip factor will reduce the 
loading in the rear of the impeller predicted by a blade-to-
blade analysis program. 

With the advent of more powerful computers and the ap
plication of recent developments in computational fluid dy
namics of viscous-inviscid interaction models as well as fully 
three-dimensional Navier-Stokes solvers toward centrifugal 
impellers (Colwill, 1980; Rhie et al., 1984; Moore and Moore, 
1980), tools have become available that, in principle at least, 
seem to be able to predict losses and efficiencies at a more 
fundamental level than the existing performance prediction 
programs. 

So far, assessment of the various impeller flow models has 
been lacking. How well do the current design programs predict 
impeller aerodynamics? How much better do the more ad
vanced CFD programs predict impeller aerodynamics? How 
can the new information with more physics of the flow within 
the impeller, as generated by the viscous-inviscid interaction 
models and the fully viscous Navier-Stokes solvers, be used 
to come up with better designs? 

In order to help answer these questions and to reduce the 
amount of empiricism that still exists in today's impeller design 
methods, a dedicated centrifugal compressor test facility has 
been built to allow investigation of the dominant physics of 
centrifugal impeller flow. The initial test vehicle has been a 
large, unshrouded three-dimensional industrial impeller op
erating with a vaneless diffuser. 

It was decided to start the centrifugal compressor research 
program with detailed measurements of the static pressure 
fields on the four surfaces of the passage channel of the cen
trifugal impeller (blade pressure surface, blade suction surface, 
impeller hub, and stationary shroud) since these pressures can 
be compared to predictions from quasi-three-dimensional anal
ysis programs as well as the viscous internal flow codes. 

The objective of this paper is to describe the experimental 
setup, discuss some typical results, and compare the results 
with a prediction from a quasi-three-dimensional impeller in
ternal flow program. The description of the impeller and the 
operating conditions is complete, thus allowing the validation 
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Fig. 2 Effect of impeller tip width variation on blade loading 

of other more detailed CFD programs (Dorney and Davis, 
1990). 

Test Facility 

Centrifugal Compressor. The Centrifugal Compressor 
Aerodynamics Research Facility (CCARF) is shown in cross 
section in Fig. 1. It is built around a standard "off-the-shelf" 
Carrier Model 17DK(365) industrial chiller centrifugal com
pressor designed for closed cycle operation with R-11 refrig
erant as the working medium. The CCARF is operated as an 
open cycle facility with air drawn in at atmospheric conditions 
as the working medium. Test impellers can be spun to 7700 
rpm through a geared drive train by a 450 hp electric motor. 
The size of the 17DK impeller permits a reasonably high res
olution array of blade static taps to be installed so that blade 
loading and passage diffusion can be measured directly and 

Nomencla ture 

ALE = annulus area at the im
peller airfoil leading edge 
plane 

CP = pressure coefficient = 
(P -PTAl ) /Ql / t l p 

Cp = specific heat at constant 
pressure 

C„ = specific heat at constant 
volume 

Cx = average inlet axial velocity 
= (K/ALE) 

Cx/UtiP = flow coefficient 
/ = defined in Eq. (2) 

PS = static pressure 

PTA = absolute total pressure 
PTA1 = inlet absolute total pressure 
PTA5 = discharge absolute total 

PTR 
PTRi 

Qt/tip 

R 
Rap 

s TTA1 

pressure 
= relative total pressure 
= isentropic relative total 

pressure 
= dynamic pressure based on 

tip speed and inlet total 
density 

= radius 
= impeller tip radius 
= meridional distance 
= inlet absolute total temper

ature 

t/tip = 

V = 
W = 

Wi = 
X = 
0 = 

7 = 

e = 
a = 

impeller tip speed = 
(fi-^.ip) 
inlet volumetric flow rate 
relative velocity 
isentropic relative velocity 
axial distance 
blade angle from merid
ional 
specific heat ratio = (Cp/ 
Cv) 
circumferential position 
rotational speed 
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Instrumentation. Total pressure and temperature were
measured with United Sensors combination probes (Model KT
8-C/A-12-C) in the inlet (Sta. I) and in the volute discharge
duct (Sta. 5, not shown). These measurements were used to
determine the "flange-to-flange" total pressure ratio and adi
abatic efficiency of the compressor. Shroud static pressure
distributions were measured with four primary static tap arrays
spaced 90 deg apart and extending from 6.2 in. upstream of
the impeller leading edge to the impeller trailing edge. Eight

a volute. The standard 17DK(365) volute (Fig. 1) is sized for
volumetric flow rates based on the use of R-ll as the working
medium. Because of this and the requirement to double the
impeller tip width, the standard volute is undersized for use
with air as the working medium. Therefore, the volute is not
matched to the impeller at the impeller design inlet air flow.
As a result, a circumferential pressure distortion is produced
by the volute when the impeller is operated over the same range
of volumetric flow rate with air in place of R-l1. This is a
convenient circumstance since one of the objectives for build
ing the facility was to examine the influence of nonaxisym
metric effects on impeller blade loading.

A single lO-in. diameter discharge nozzle connects the volute
to the facility exhaust ducting. The flow rate is set with a
remotely controlled exhaust valve. With the wide tip impeller
and the standard 17DK volute, flow coefficients from 0.31 to
0.04 can be achieved before the onset of surge.

Total pressure and temperature rise were measured in the
CCARF on a "flange-to-flange" basis. Given the large mis
match between the impeller and the volute, there is no point
on the speed line where the entire compressor could be con
sidered to be operating at nominal design conditions. However,
over the range of flow coefficient from "design" to "matched
flow" the adiabatic efficiency of the compressor was in the
range from 70 to 80 percent.

Fig.3 Wide tip impeller

not inferred. Air is used as the working fluid to eliminate
potential handling and recovery problems associated with the
use of a fluorocarbon.

The original 17DK compressor was designed for a pressure
ratio of 4.0 when run at 7700 rpm with R-ll refrigerant as the
working fluid. With air as the working fluid, it was necessary
to modify the standard impeller design by nearly doubling its
tip width to reproduce the passage diffusion achieved in the
standard impeller with R-ll refrigerant as the working fluid.
The stationary shroud contour was not changed. This modified
impeller will be referred to as the "wide tip impeller" and the
rationale for the modification is illustrated in Fig. 2. In this
figure, blade-to-blade calculations illustrate the effects of
working medium density (air versus R-ll) and tip width on
impeller blade loading. Three calculated results are presented
for the same impeller inlet volumetric flow rate (6750 cfm).
The dash-dot-dash line represents the blade loading along the
mean flow streamline (rms) for the standard impeller operating
with R-l1. Changing the working medium from R-ll to air
results in the thick solid line. For this case, the strong accel
eration region from S/Smax = 0.4 toward the impeller exit on
both the suction and pressure surfaces is not typical of cen
trifugal compressor design practice.

Clearly, the standard 17DK impeller operating in air does
not simulate the design blade loading and in all probability
would not produce a similar three-dimensional flow field. By
increasing the impeller tip width from 0.63 to 1.12 in., the
blade loading distribution shown by the dashed line was ob
tained for air. These results show that the wide tip impeller
operating in air closely simulates the predicted design loading
for the standard impeller operating with R-II. Similar impeller
modifications were made by Inoue and Cumpsty (1984) for
testing at low speed an impeller designed for high-speed op
eration.

The wide tip impeller is shown in Fig. 3, and Fig. 4 depicts
the wide tip impeller meridional section. The impeller is de
signed with 17 equally spaced blades with 30 deg of backsweep
and a meridional passage length of 8.4 in. at the rms stream
surface. The inlet shroud radius and the tip radius are 6.083
and 10.35 in., respectively. The impeller geometry is sum
marized in Table 1 in terms of its hub and shroud surface
coordinates and wrap angle. The leading edge semicircle di
ameter varies from hub to shroud and is equal to the local
blade thickness. At the nominal flow coefficient of 0.22, the
wide tip impeller static-to-total pressure ratio is 1.22 and the
channel Reynolds number based on the rms passage length is
2.78 X 105. The average static clearance along the shroud was
measured to be 0.023 in.

The impeller discharges into a vaneless diffuser followed by
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Table 1 17DK li 

Hub Pressure Side 3D Blade Coordinates of 17DK Impeller 

X 

-5.060 

-4.567 

-4.099 

-3.656 

-3.238 

-2.846 

-2.479 

-2.138 

-1.822 

-1.531 

-1.265 

-1.025 

-0.810 

-0.620 

-0.455 

-0.316 

-0.202 

-0.114 

-0.051 

-0.013 

0.000 

R 

1.897 

2.003 

2.143 

2.316 

2.522 

2.762 

3.035 

3.341 

3.681 

4.053 

4.459 

4.899 

5.371 

5.877 

6.416 

6.989 

7.594 

8.233 

8.906 

9.611 

10.350 

Y 

0.088 

0.420 

0.715 

0.967 

1.184 

1.373 

1.540 

1.689 

1.822 

1.944 

2.064 

2.189 

2.336 

2.519 

2.759 

3.074 

3.481 

3.993 

4.615 

5.336 

6.133 

Z 

1.895 

1.959 

2.021 

2.105 

2.227 

2.397 

2.615 

2.883 

3.198 

3.556 

3.953 

4.382 

4.837 

5.310 

5.793 

6.276 

6.750 

7.200 

7.616 

7.994 

8.337 

e 
2.644 

12.111 

19.475 

24.674 

27.993 

29.812 

30.494 

30.356 

29.669 

28.668 

27.565 

26.546 

25.775 

25.383 

25.468 

26.091 

27.280 

29.015 

31.215 

33.725 

36.337 

P 
34.000 

31.113 

26.115 

19.999 

13.504 

7.183 

1.451 

-3.367 

-7.007 

-9.252 

-9.932 

-8.934 

-6.230 

-1.914 

3.763 

10.357 

17.219 

23.535 

28.437 

31.261 

32.000 

Thick
ness 

0.3111 

0.3406 

0.3420 

0.3382 

0.3342 

0.3295 

0.3243 

0.3209 

0.3184 

0.3167 

0.3160 

0.3160 

0.3160 

0.3160 

0.3160 

0.3160 

0.3160 

0.3160 

0.3160 

0.3160 

0.3160 

Leading edge contour is a half circle with diameter equal to the normal 
blade thickness. 
Trailing edge contour is sharp due to impeller tip diameter machining. 
Fillet radii at pressure and suction side surfaces are 0.1 and 0.2 inches, 
respectively. 
rms surface roughness is 200 microinches. 
Impeller clearance is 0.040 inches. 

additional static tap arrays spaced 45 deg apart were installed 
on the shroud side of the vaneless diffuser at radius ratios (R/ 
Rtip) of 1.15, 1.3, and 1.45. Four static taps were installed 90 
deg apart in the volute discharge duct in the same plane as the 
total pressure and total temperature probes (Sta. 5, not shown). 

A United Sensors Model PAC-12-KL pitot-static probe was 
traversed radially in the inlet (Sta. 1) at a number of discharge 
duct valve settings (flow rates). These radial traverse data were 
used to calibrate the inlet flow rate relative to a reference static 
pressure tap located on the shroud 4.62 in. axially upstream 
of the impeller (Sta. 2). The correlation of volumetric flow 
rate (V) based on the inlet traverse with that calculated from 
the average shroud static pressure measured at Sta. 2 is linear. 
For subsequent tests, a reference flow rate was calculated based 
on the shroud static pressure measured at Sta. 2 and the actual 
flow rate was calculated by multiplying the reference flow rate 
by 1.037. The inlet traverse results were also used to calculate 
inlet mass flow and an average axial velocity (Cx) at the impeller 
leading edge. 

To measure static pressure on the blade suction and pressure 
surfaces and on the hub, 114 static taps were installed on the 
impeller. The installation sites on the blade are shown in a 
meridional view (Fig. 4) of the impeller. Five spanwise arrays, 
each consisting of ten taps, were installed on both the pressure 
and suction surfaces. The "spanwise" or blade height locations 
correspond to annular inviscid stream surfaces that would con
tain 0, 12.5, 25, 50, and 75 percent of the impeller inlet flow. 
Ten static pressure taps were also installed halfway between 
the pressure and suction surfaces of one passage on the hub. 
The pressure taps were used for both pressure measurements 
and surface flow visualization. 

The pressure tubes installed in the impeller were routed out 

Journal of Turbomachinery 

ipeller geometry 

Shroud Pressure Side 3D Blade Coordinates of 17DK Impeller 

X 

-4.774 

-4.456 

-4.153 

-3.864 

-3.589 

-3.328 

-3.082 

-2.849 

-2.631 

-2.427 

-2.237 

-2.061 

-1.899 

-1.752 

-1.619 

-1.500 

-1.395 

-1.304 

-1.228 

-1.165 

-1.117 

R 

6.094 

6.105 

6.137 

6.190 

6.264 

6.360 

6.477 

6.615 

6.775 

6.956 

7.158 

7.381 

7.626 

7.892 

8.179 

8.488 

8.818 

9.169 

9.541 

9.935 

10.350 

Y 

0.000 

0.456 

0.817 

1.111 

1.356 

1.568 

1.757 

1.931 

2.097 

2.261 

2.428 

2.602 

2.788 

2.991 

3.216 

3.468 

3.751 

4.069 

4.421 

4.806 

5.220 

Z 

6.094 

6.088 

6.082 

6.089 

6.116 

6.164 

6.234 

6.327 

6.442 

6.578 

6.734 

6.908 

7.098 

7.303 

7.521 

7.747 

7.980 

8.217 

8.455 

8.696 

8.937 

e 
0.000 

4.285 

7.654 

10.339 

12.505 

14.274 

15.739 

16.973 

18.035 

18.972 

19.829 

20.641 

21.445 

22.273 

23.155 

24.118 

25.178 

26.343 

27.601 

28.927 

30.285 

0 
57.900 

52.394 

47.038 

41.936 

37.194 

32.902 

29.130 

25.932 

23.354 

21.432 

20.195 

19.661 

19.826 

20.650 

22.043 

23.845 

25.823 

27.681 

29.101 

29.854 

30.000 

Thick
ness 

0.0472 

0.0678 

0.0884 

0.1165 

0.1307 

0.1446 

0.1568 

0.1630 

0.1632 

0.1579 

0.1483 

0.1385 

0.1301 

0.1232 

0.1180 

0.1143 

0.1121 

0.1104 

0.1095 

0.1092 

0.1090 

Symbols 
X - axial coordinate 
R - radial coordinate, inches. 
Z,Y - impeller front view rectangular coordinates. 
9 - wrap angle (degrees, decreasing in direction of rotation) 
3 - blade angle (degrees from meridional, - = direction of rotation) 
thickness is normal blade thickness, inches. 

of the front of the impeller hub and connected, through a 
hollow drive shaft, to a 60 port pneumatically actuated Scan
ivalve (Model 60-TR-TC) unit. A stationary transducer (Druck 
Model PDCR23D) was connected through a rotating seal to 
the pneumatic multiplexer output side of the Scanivalve. Com
puter controlled switching, internal to the Scanivalve, permits 
the transducer to be calibrated with the impeller rotating. The 
Scanivalve with the transducer removed was also used to dis
tribute gaseous ammonia to the impeller pressure tap sites for 
surface flow visualization using an ammonia-Ozalid paper 
technique (Joslyn and Dring, 1986). 

Stationary frame pressures (shroud and exhaust duct static 
pressures and the inlet traverse probe total and static pressures) 
were measured with two 48 port Scanivalves (Model J48). All 
data were acquired by using a Hewlett-Packard HP3852 via 
an IEEE-488 Instrumentation Bus to an HP Vectra PC (IBM 
PC/AT compatible) computer. Pressure measurements were 
taken with Scanivalve Differential Pressure Transducers 
PDCR23D-5PSID (0.06 percent) transducers. These trans
ducers were calibrated using a Pneumatic Dead Weight Tester 
system (Ametek Model RK-50-SS) with a 0.025 percent ac
curacy. A five-point calibration was done for each transducer 

• and stored in a calibration table in memory. Type K (Chromel-
Alumel) thermocouples were used with software compensation 
with a reference junction compensation accuracy of 0.1°C. 

Data Analysis 
The dependent and independent variables that were used to 

characterize the flow through the impeller have all been non-
dimensionalized. The independent variable, flow rate, was 
treated as a flow coefficient (Cx/Ut[p) based on the inlet vol-
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Fig. 5 Flange-to-flange total pressure rise characteristic 

umetric flow rate, the impeller inlet annulus area, and the 
impeller tip speed. 

The primary dependent variable was surface static pressure. 
This was measured both on the stationary shroud, and on the 
rotating impeller. The pressure data were presented in several 
ways. In their most primitive form they were reduced to a 
pressure coefficient (CP) based on the inlet absolute total pres
sure (PTA1) and a dynamic pressure based on inlet total density 
and the impeller tip speed (QUtip). All of the uncertainty in 
the pressure coefficient is due to the measured pressure, since 
PTA1 was the reference pressure in all the measurements, and 
since QUtip is known to very high accuracy (QC/tip = 4.15 psi). 

Care was taken to account for the fact that the pressure 
sensed by the transducer at the impeller centerline was not the 
same as the pressure at the static pressure tap location on the 
impeller. This difference was due to the centrifugal force on 
the fluid in the rotating tube connecting the pressure tap to 
the transducer at the centerline. This was accounted for as 
follows. Since the flow entering the impeller was homenthalpic 
and axial, its rothalpy was uniform. The radial variation of 
the relative total temperature was calculated from the rothalpy 
and the local impeller temperature was assumed to be equal 
to the local relative total temperature. The fluid in the rotating 
instrumentation tubing was assumed to have this same radial 
temperature distribution. The pressure gradient was integrated 
from the centerline to the radius of the pressure tap location 
to produce the following relationship: 

PS(R) = PS(0)- ;i + [/?//?Up]2/"1]<7/7" I ) 

where 

(1) 

(2) / = ( 2 - C , - T T A l ) / ( / ? i y n 

The impact of this centrifugal pressure correction was rel
atively insensitive to the method of estimating the temperature 
in the instrumentation tubing owing to the relatively small 
change in the relative total temperature through the impeller 
(»45°F). The uncertainty in this correction would cause an 
uncertainty in the pressure coefficient of no more than A.CP- 2 
percent. It is planned to measure the impeller temperature at 
various locations in future studies so that the instrumentation 
tubing radial temperature distribution will be known. 

The static pressure rise in the impeller is due both to cen
trifugal effects and to diffusion. In order to isolate these effects 
an isentropic relative total pressure was determined based on 
the fact that the flow entering the impeller was axial and had 
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Fig. 7 Shroud static pressure distributions at design flow coefficient 

uniform absolute total pressure and total temperature. This 
was expressed in the form of a pressure coefficient as follows: 

CPTRi = ( T - l / 7 ) . / . ([1 + (R/Rtip)
2f-[]^-l)- 1) (3) 

This isentropic relative total pressure, when combined with the 
measured surface static pressure, permits one to calculate an 
isentropic relative speed as follows: 

{Wi/Utipf 

where 

; 1 - CPS/PTRi) (7-1/7) . lf+(R/Rtip)
2} (4) 

(PS/PTRi)= [ C P S + / - ( 7 - l / 7 ) l / [ C P T R i + / - ( 7 - I/7)] (5) 

The results presented in the following section will be based on 
these dimensionless parameters. 

Results 

The "flange-to-flange" total pressure rise characteristic of 
the test facility with the 17DK wide tip impeller installed is 
presented in Fig. 5 in terms of total pressure coefficient var
iation with flow coefficient. Since the 17DK compressor op
erates at a fixed impeller rotational speed (7700 rpm), the single 
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Fig. 8 Impeller pressure distributions at design flow coefficient 

characteristic is presented. Future modifications to the facility 
include a variable impeller rotational speed capability. With 
the facility exhaust duct throttle valve full open, a CPT of 
0.38 is obtained at a flow coefficient of 0.31. The highest value 
of the total pressure coefficient, 1.46, was obtained at a flow 
coefficient of 0.05, which is close to the onset of surge, which 
occurs just below a flow coefficient of 0.04. Two points are 
noted on the characteristic, "design" (Cx/Utip = 0.22) and 
"matched flow" (Or/[/ t ip = 0.13). The results to be presented 
below were obtained at these two flow coefficients. Design 
flow refers to the impeller design flow coefficient, whereas 
matched flow refers to the flow coefficient at which the impeller 
exit volumetric flow rate matches the volute design volumetric 
flow rate. 

As mentioned earlier, the impeller was modified by increas
ing its tip width. When this wide tip impeller is operated at its 
design inlet flow, the impeller exit volumetric flow rate is over 
twice (2.4 times) the volute design flow rate. As a consequence, 
the excess flow collected by the volute is accelerated around 
the volute from the cutoff to the discharge. The accelerated 
flow results in a circumferential static pressure distortion. This 
static pressure distortion is evident in the circumferential static 
pressure distributions obtained on the shroud side of the vane-
less diffuser (Fig. 6) and in the streamwise static pressure dis
tributions (Fig. 7) obtained from four pressure tap arrays spaced 
90 deg apart on the shroud. 

The circumferential static pressure distributions presented 
at radius ratios (R/Rtip) of 1.0, 1.13, and 1.45 in Fig. 6 show 
that the distortion extends from the vaneless diffuser inlet 
(impeller exit, r/rtip = 1.0) to r/rlip = 1.45. To show the wave 
form of the distortion more clearly, the results are duplicated 
and shown over two cycles (0-720 deg). As seen in Fig. 6, the 
pressure initially increases near the volute cutoff, then de
creases as the flow accelerates toward the volute discharge. 
These trends are similar to those observed by Sideris and Van 
den Braembussche (1987) in their study of a centrifugal water 
pump. The circumferentially averaged pressure coefficients at 
the three radius ratios (1.0, 1.3, and 1.45) are 0.753, 1.016, 
and 1.086, respectively. The corresponding CP variations from 
the average are ±0.138, ±0.151, and ±0.151. These variations 
represent pressure distortions, relative to the circumferential 
averages, of ±18.3, ±14.9, and ±13.9 percent, respectively. 
The pressure distortion imposes a strong periodic outlet bound
ary condition for the rotating impeller and has strong conse
quences relative to impeller loss, surge limit, side load, and 
noise generation (Stiefel, 1972; Bowerman and Acosta, 1957; 
Yuasa and Hinata, 1979). 

Pressure measurements obtained at the four arrays on the 
shroud (Fig. 7) show that the distortion extends from the vane
less diffuser exit, forward through the impeller to a location 
(S/Smax= -0 .5) upstream of the impeller leading edge. The 
pressures shown at the impeller trailing edge (S/Smax= 1) cor
respond to the circumferential pressure variation at R/Rap =1.0 
previously shown (Fig. 6). This pressure distortion extends over 
the entire impeller and results in a circumferential variation in 
impeller blade loading and a net radial force acting on the 
impeller shaft (Stepanoff, 1948; Agostinelli et al., 1960). It 
also results in unsteady flow in the impeller passages. 

Blade static pressure measurements were made on the im
peller at five span wise arrays (Fig. 4) and the results are pre
sented in Fig. 8 along with the isentropic relative total pressure 
variation through the impeller. The measured blade static pres
sures are shown as the symbols and the isentropic total pressure 
is shown as the solid lines. The blade pressure measurements 
are essentially time-averaged measurements since the impeller 
is rotating through the distorted flow field generated by the 
volute. A centrifugal pressure correction (Eq. (1)) was made 
prior to calculating the pressure coefficients shown. The isen
tropic total pressure coefficient was calculated (Eq. (3)) for 
each spanwise array and was based on the measured inlet total 
pressure and total temperature. Also shown for each array are 
the relative total pressure coefficients obtained from Kiel probe 
measurements at the impeller leading edge (S/5max = 0). These 

. measured relative total pressures, with the centrifugal correc
tion applied, are in excellent agreement with the isentropic 
values calculated in Eq. (3). This result provides confidence 
in the centrifugal correction applied to the data acquired on 
the rotating impeller. The pressure coefficient plotted at the 
impeller trailing edge (5/Smax= 1-0) is the circumferential av
erage of the shroud static pressures measured at R/Rtlp= 1.0 
(Fig. 6). 

Figure 8 shows that the blade loading gradually increases 
from hub (0 percent span) toward the tip. At all spanwise 
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Fig. 9 Comparison of predicted and measured impeller pressure dis
tributions at design flow 

locations, the loading is nearly uniform over the aft (0.6<S/ 
Smax<l-0) region of the impeller. At the 50 and 75 percent 
span locations, the entire blade is nearly uniformly loaded. 
These results are consistent with the design intent for this 
impeller. 

Blade loadings (static pressure distributions) calculated for 
the design flow coefficient with a blade-to-blade potential flow 
analysis are compared with the measured results in Fig. 9. 
Although the calculated results for both the pressure and suc
tion surfaces are slightly different from the measured results, 
the blade loading trend is similar. In general, the calculation 
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Fig. 10 Impeller isentropic relative velocity at design flow coefficient 

either over or underpredicted the pressure coefficient distri
butions on both the pressure and suction surfaces of the im
peller by 5 percent. The greatest difference between predicted 
and measured results occurred at the hub (0 percent span). 
Over the aft (0.6<S/S r a a x< 1.0) portion of the impeller, the 
calculation overpredicted the pressure surface distribution by 
10 percent and overpredicted the suction surface distribution 
by 7.5 percent. It should be pointed out that the analysis was 
not refined by changing the slip factor to obtain a better match 
with the measured results. The analytical result is a true pre
diction; it yields what a designer would predict without prior 
access to the experimental data. 

Using the isentropic relative total pressure and the blade 
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Fig. 11 Impeller surface flow visualization at design flow 

static pressure, the isentropic relative speed distributions on 
the pressure and suction surfaces of the impeller blade were 
calculated (Eq. (4)) and the resulting distributions are shown 
in Fig. 10. The leading edge values (S/Smm = 0.0) were cal
culated from the inlet area averaged axial velocity and local 
impeller tangential velocity. At 0, 12.5, and 25 percent span, 
the general trend is accelerating flow from inlet to exit on both 
the pressure and suction surfaces. The relative speed is more 
nearly constant on both sides of the blade at the 50 and 75 
percent span locations. 

Surface flow visualizations on the pressure and suction sur
face sides of the impeller blade are shown in Fig. 11. Very 
small amounts of ammonia were discharged from the impeller 
surface pressure taps at 0, 25, 50, and 75 percent span locations 
on the impeller pressure and suction surfaces. This produced 
a permanent streak to appear on Ozalid paper that had been 
attached to the blade surfaces. Figure 11 was produced by 
removing the Ozalid paper from the impeller and laying it out 
flat. This technique is discussed by Joslyn and Dring (1986). 

Near the pressure surface leading edge the streaks that start 
at the 25, 50, and 75 percent span taps show a smooth flow 
back to about a third of the way along the blade. At that point 
there is the beginning of a separated region (0.2 < S/Smax < 0.45) 
that begins near the hub (with reversed flow) and reaches the 
shroud about halfway along the blade. The entire center region 
of the pressure surface has a strong surface flow from the hub 
toward the shroud. Toward the trailing edge the flow returns 
again to a generally stream wise direction. Ammonia discharged 
at 0 percent span and aft of S/Smax = 0.5, remains in the junc
tion formed by the blade and hub endwall. 

The flow pattern on the suction surface is similar in that it 
both starts and finishes with flow predominantly in a generally 
stream wise direction. Also, as on the pressure surface, the flow 
near the middle of the blade has a noticeable component from 
the hub toward the shroud. However, over the entire length 
of the blade there is flow from the hub (0 percent span) toward 
the shroud and no evidence of separation. 

The surface flow on the hub is shown in Fig. 12 and at 
midchannel it is generally in the streamwise direction, i.e., 
parallel to the blade. However, near the front of the blade-to-
blade channel, there is a significant crossflow toward the suc
tion surface. This crossflow occurs adjacent to the region 
(0.2 < S/Smax < 0.45) where the pressure surface separr*.ion (Fig. 
11) occurs and the crossflow may be due to the blockage created 
by the separation. There is no significant evidence of the pres
sure surface separation in the hub flow visualization. Aft (S/ 
Smax>0.5) of the pressure side separation, the flow along the 
blade-hub endwall corner remains within the corner region. 
Over nearly the entire length (S/Smllx > 0.2) of the suction side, 
however, there is a significant flow component from the blade-
hub endwall corner toward the shroud. 

The three dimensionality of the flow in the impeller passage 
is in all probability a result of both viscous and inviscid mech-

Fig. 12 Hub endwall flow visualization at design flow coefficient 
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Fig. 13 Vaneless diffuser static pressure distribution at matched flow 
coefficient 
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anisms. Centrifugal forces in the boundary layers on both the 
suction and pressure surfaces tend to drive fluid from the hub 
toward the shroud. Flow reversal on the pressure surface can 
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Fig. 15 Impeller pressure distributions at matched flow coefficient 

closely to the location of the pressure surface flow separation 
(Fig. 11). This observation may simply be a coincidence, or 
scatter in the data, or it may be a useful indicator of flow 
separation. 

At the matched flow coefficient (Cx/Utip = 0A3), the im
peller exit volumetric flow rate equals the volute design vol
umetric flow rate and the tangential or circumferential flow 
speed from volute cutoff to the discharge is nearly constant. 
Under these circumstances, there is very little, if any, circum
ferential static pressure distortion in either the vaneless dif fuser 
or in the region occupied by the impeller. The circumferential 
static pressure distributions obtained on the shroud side of the 
vaneless dif fuser (Fig. 13) and the streamwise static pressure 
distributions obtained at the four pressure tap arrays on the 
shroud (Fig. 14) confirm this point. The circumferential pres
sure distributions presented in Fig. 13 at radius ratios of 1.0, 
1.3, and 1.45 are relatively uniform. The corresponding cir-
cumferentially averaged pressure coefficients are 0.771, 1.083, 
and 1.155, respectively. In Fig. 14, the four streamwise static 
pressure distributions on the shroud are essentially identical; 
there is minimal circumferential nonuniformity. At this flow 
coefficient, the impeller is operating within an axisymmetric 
flow field and with uniform exit conditions. In general, current 
centrifugal compressor design systems are based on the as
sumption that the impeller is operating in an axisymmetric 
flow field such as this. 

The measured blade static pressure results, with the cen
trifugal pressure correction applied, and the isentropic relative 
total pressure (Eq. (3)) are shown in Fig. 15 for the matched 
flow coefficient. Compared to the results obtained at the im
peller design flow coefficient (Fig. 8), there are two major 
differences in the matched flow results (Fig. 15). At the matched 
flow, the blade loading at 75 percent span is nearly zero over 
the first 30 percent of the blade. Also, the measured relative 
total pressure and the calculated isentropic relative total pres
sure at the leading edge (S/Smm = 0) do not agree with the 
measured values at the 50 and 75 percent span locations. These 
two results are due to the existence of a full annular recircu
lating flow separation region located on the shroud. This zone 
extends upstream and downstream of the impeller leading edge. 
The recirculation zone extends in the streamwise direction 3.4 
in. upstream of the impeller leading edge and radially from 
the shroud to nearly 45 percent span. The upstream extent of 
the separation zone was determined from flow visualization 
studies using an ammonia-Ozalid paper technique (Joslyn and 
Dring, 1986). The streamwise extent of the separation down
stream of the impeller leading edge could not be conclusively 
identified from the impeller surface flow visualization. The 
flow visualization indicated that most of the impeller suction 
surface was separated and had regions of very low or reversed 
flow. The pressure surface was primarily separated from 75 
percent span toward the shroud. The existence of a recircu
lating flow separation at the inlet of centrifugal compressors 
operating at reduced flow has been demonstrated by Ribaud 
(1987). 

occur due to either or both, separation caused by a negative 
pressure gradient, or inviscid flow reversal caused by the axial 
component of vorticity (the relative eddy) and a region of low 
velocity. 

It is disturbing that the three-dimensional nature of the sur
face flow did not have a major impact on the blade pressure 
distributions (Fig. 8). Thus, even if one could predict the pres
sure distributions by some approximate method, it is no guar
antee that there is no flow reversal in the blade passage. It is 
interesting to note in Fig. 8 that at 0 percent span and 30 
percent chord and at 12.5 percent span and 50 percent chord 
the static pressure on the pressure surface is very close to the 
isentropic relative total pressure. This suggests a very low sur
face velocity at these locations and these locations correspond 

Conclusions 
The capability to acquire blade loadings (static pressure dis

tributions) and surface flow visualization on an unshrouded 
centrifugal compressor impeller rotating at 7700 rpm has been 
demonstrated. 

A data set has been acquired with which to assess fully three-
dimensional Navier-Stokes codes. Blade pressure distributions 
and shroud static pressure distributions were acquired at the 
impeller design flow coefficient in the presence of a circum
ferential static pressure distortion (time-dependent boundary 
condition) generated by the volute. These data will be com
pared in future studies with data acquired without the presence 
of the circumferential distortion. 
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The centrifugal correction applied to the measured impeller 
pressures gives reliable results. 

The measured blade static pressure distributions indicate that 
the blade-to-blade prediction gave reasonably good results at 
the impeller design flow and that increasing the impeller tip 
width resulted in blade loadings similar to what would be 
obtained operating an unmodified impeller in R-l l . 

At reduced flow, with the impeller/volute combination 
tested, there is no circumferential static pressure distortion. 
However, a relatively large region of recirculating flow exists 
on the shroud at the inlet of the impeller. This recirculating 
flow may be a controlling factor affecting the surge limit. 

At both the design flow and the matched flow, the ammonia-
Ozalid paper flow visualization technique showed strong flow 
deviations from axisymmetric stream surfaces on the impeller 
blade. 
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Impeller Flow Field Measurement 
and Analysis 
A series of experiments are performed to investigate and quantify the three-dimen
sional mean flow field in centrifugal compressor flow passages and to evaluate 
contemporary internal flow models. The experiments include the acquisition and 
analysis ofLD V data in the impeller passages of a low-speed moderate-scale research 
mixed-flow centrifugal compressor operating at its design point. Predictions from 
a viscous internal flow model are then correlated with these data. The LDV data 
show the traditional jet-wake structure observed in many centrifugal compressors, 
with the wake observed along the shroud 70 percent of the length from the pressure 
to suction surface. The viscous model predicts the major flow phenomena. However, 
the correlations of the viscous predictions with the LDV data were poor. 

Introduction 
The design process for centrifugal compressors optimizes 

performance and efficiency while emphasizing safety and re
liability over the operating range. Thus, these design systems 
are dependent upon a complete understanding of the internal 
fluid mechanics. However, due to the complex three-dimen
sional flows associated with centrifugal machinery and the lack 
of detailed experimental data within centrifugal compressors, 
analytical and computational tools are inadequate for complete 
modeling of the relevant flow physics. As fractional percentage 
increases in compressor efficiency convert to significant per
formance gains and fuel cost savings, the ability to characterize 
and subsequently predict flow phenomena such as flow sep
aration and the strong secondary flows in turbomachinery 
blade rows is an essential part of the design process. This 
requires the development of advanced design systems for cen
trifugal compressors based on experimentally verified first 
principle models. 

For axial flow turbomachines, the development of advanced 
design systems, i.e., the development of computational flow 
codes and experiments to provide benchmark data for veri
fication and direction, are in progress. For centrifugal com
pressors, this advanced design system development is just 
beginning. It is being accomplished, at least in part, by adapting 
flow models developed for axial turbomachines to centrifugal 
compressor geometries. However, detailed and extensive three-
dimensional flow field data obtained in centrifugal compressor 
impeller flow passages, not axial compressors, are required. 
It should be noted that these flow field data are of fundamental 
interest because the ability of the impeller to do work on the 
fluid is directly related to the stage pressure ratio and efficiency. 

To begin to provide these needed flow field data, optical 
measurements of both the impeller passage mean flow field 
and the impeller exit periodic unsteady flow field have been 
made. The flow in both regions is highly three dimensional, 
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sels, Belgium, June 11-14, 1990. Manuscript received by the International Gas 
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viscous dominated, and affected by blade surface flow sepa
ration. 

A number of excellent summary articles have been presented 
as part of the von Karman Institute lecture series on flow in 
centrifugal compressors. Krain (1984) emphasized the flow 
field mapping done with a laser two-focus velocimeter (L2F). 
The research performed by Eckardt and Krain has helped to 
quantify the differences in the flow field due to variations in 
impeller geometry by making measurements in a radial blade 
impeller, a backswept blade impeller, and an impeller with 
splitter blades. All three were high-speed impellers with similar 
performance.The investigation by Eckardt (1976) provided the 
first flow field data inside the impeller passages of a high
speed compressor. However, the L2F data only provide two 
components of the three-dimensional velocity vector. Elder 
and Forster (1987) give an historical perspective, describing a 
series of investigations in a variety of facilities including low-
speed and high-speed impellers. Of the investigations described 
by Elder and Forster, only Johnson and Moore (1983) meas
ured the three-dimensional flow field in the impeller passages. 
However, the velocities were measured with pressure probes 
that were traversed in the rotating passages. In addition to the 
limitations associated with introducing a physical probe into 
the passage, the measurements were made in a high-speed 
impeller operating at very low speed, i.e., far from the design 
point. 

Adler and Levy (1979) used a single component LDV to 
study the flow through an impeller with ten straight backswept 
blades. They found the impeller flow to be stable and attached, 
in contrast to the flow in many radial exit impellers. Durao, 
et al. (1979) used a single component LDV to measure the 
circumferential and radial velocity components in a 16-bladed 
centrifugal compressor impeller. Their investigation, aimed at 
determining the nature of the secondary flow in the blade 
passages, revealed the existence of two vortices of unequal 
strength with opposite directions of rotation. The smaller of 
the two vortices and the associated wake region is located 
immediately behind the suction surface of the blades. 
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Fig. 1 Compressor flow path 
Fig. 2 Impeller geometry 

The overall objective of the research described herein is to 
provide fundamental internal three-dimensional mixed-flow 
centrifugal compressor flow field data appropriate for defining 
and studying the fluid mechanic phenomena characteristic of 
design point compressor operation, verifying existing mathe
matical models, and directing both model refinements and new 
model development. Specific research objectives include: (1) 
the quantification of the design point three-dimensional mean 
flow through rotating impeller blade passages, and (2) the 
subsequent evaluation of a viscous flow model for application 
to these complex flow fields. 

These objectives are accomplished through a series of ex
periments performed in the Purdue Research Centrifugal Com
pressor. In particular, the technical approach quantifies the 
design point internal three-dimensional flow field in the im
peller passages with a one-dimensional LDV. These data are 
then correlated with predictions obtained from a viscous tur-
bomachinery flow model. 

Research Centrifugal Compressor 
The Purdue Research Centrifugal Compressor is a low-speed, 

moderate-scale turbomachine, which features a mixed-flow 
impeller with 23 backswept blades and a vaned radial diffuser. 
The shrouded impeller has an axial inlet, with the air exiting 
the impeller at an angle of approximately 70 deg from the axial 
direction. The compressor is driven by a 29.8 kW (40 hp) 
electric motor at a constant speed of 1790 rpm, with the mass 
flow rate controlled by a butterfly valve in the discharge piping. 
The compressor flow path is depicted in Fig. 1, with the im
peller geometry shown in Fig. 2. Bryan and Fleeter (1987) give 
a complete description of the facility. 

Optical access to the impeller flow passages is accomplished 
with a plexiglass shroud, which is fixed to the impeller. A 
window provides optical access to the vaneless space and the 
vaned radial diffuser. It is approximately 30.5 cm (12 in.) long, 
covers three diffuser vane passages, and extends to within 2.5 
cm (1 in.) of the impeller outlet to allow measurement near 
the outlet. The primary facility parameters are given in Table 
1. 

LDV Data Analysis 
LDV System. A dual-beam LDV system operated in the 

backscatter mode is utilized. The ellipsoidal probe volume 
lengths are dm = 126.6 /tm (0.005 in.), hm = 127.2 pm (0.005 
in.), and /,„ = 1266 /xm (0.050 in.), resulting in an enclosed 
probe volume of 0.0106 mm3 (6.47 x 10"7 in.3). The flow 
seeding material consists of a mixture of propylene glycol and 
ethanol, with a density ratio of 900:1 and a particle diameter 
between 0.5 and 1.5 ^m. Maxwell and Seasholtz (1974) show 
that the amplitude ratio of these particles at the nominal ab
solute velocity of interest of these experiments, 80 m/s, is above 
98 percent. 

There is limited physical space for optical access to the im
peller flow passages. Thus, a custom optics assembly was de
signed and fabricated in which a fiber-optic link connects the 
laser and preliminary optics to the final optics assembly. This 
enables the laser and the preliminary optics to be mounted on 
a fixed optical bench, with the positioning and orientation of 
the probe volume accomplished by traversing only the phys
ically much smaller final optics assembly. 

The preliminary optics is depicted in Fig. 3. The beam from 
a 4-W argon-ion laser operating at 514.5 iym is turned 180 deg 

Nomenclature 

d,„, h„„ l,„ = probe volume dimen
sions 

De~2 = illumination beam diam
eter 

h = enthalpy 
n = number of samples 
U = velocity 

vf = weighting function 
a = measurement direction 

angle 
X = wavelength 
v = frequency 

Subscripts 
1 = impeller inlet 

2 = impeller exit 
1 ,2,3 = coordinate direction 
a, b, c = measurement direction 

D = Doppler 
s = shift 
t = tangential 
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Fiber 
Optic 
Input 

Coupler 

Table 1 Compressor and LDV system parameters 

^-Turning 
Mirrors 

Fiber Optic 
Output Coupler 

FINAL OPTICS 

Fig. 3 Preliminary and final LDV optics 

by two first surface mirrors and directed into the beam splitter. 
The resulting two equal power beams are individually fre
quency shifted: one by 40 MHz and the other by 30 MHz, for 
an effective frequency shift of 10 MHz. These beams are di
rected into a translator module, which provides the proper 
beam positioning for the input fiber-optic coupler. The beams 
are then transmitted to the final optics assembly through two 
polarization preserving fibers. 

The final optics assembly, Fig. 3, includes the focusing lens, 
the probe volume positioning mirror, and the receiving optics 
systems. The fibers are connected to the fiber-optic output 
coupler, which is mounted on a bearing assembly. The output 
coupler can be rotated through 360 deg around the transmission 
beam axis and is remotely driven by a stepping motor. The 
beams then pass through a thin optical window, which supports 
the turning mirror for the backscattered signal. Finally, the 
beams are focused by the focusing lens. The probe volume is 
positioned in space by the mirror assembly, which rotates in 
two planes about the transmission beam axis and is driven by 
independent stepping motors for each of the two planes. Since 
the LDV system operates in the backscatter mode, the mirror 
and the lens are also used to collect the scattered light and 
image it on the photodetector surface. After the scattered light 
is collected by the lens, it is turned by a mirror and oriented 
toward the receiving optics focusing lens, which images the 
scattered light on the photodetector surface. 

Data Acquisition. The three-dimensional velocity data are 
obtained by making measurements synchronized to the im
peller rotation in a stationary meridional plane. An HP-1000 
Data Acquisition Computer is used to control the extensive 
instrumentation system. This includes the setting of the com-
prressor operating point, the positioning and orientation of the 
probe volume, the strobing of the illumination beams, /.he 
encoding of the rotational position, and the collection, and 
recording of the LDV data. 

Positioning and orientation of the probe volume are achieved 
with a six-axis traversing system. The final optics assembly can 
be linearly traversed as a unit along three mutually orthogonal 

COMPRESSOR 
Mean Radius (cm) 

Inlet 
Exit 

Number of Blades 
Backswept Blades 
Mixed-Flow 
Mass Flow (kg/s) 
Flow Coefficient . 
Rotational Speed (rpm) 
Power (kW) 

20.8 
36.8 

23 

3.33 
0.253 

1789 
9.6 

LDV TRAVERSING SYSTEM 

Axial Travel Precision 

x (vertical) 

y (horizontal) 

z (axial) 

9 (mirror axis) 

§ (mirror axis) 

y (beam rotation) 

66.04 cm (26 in.) 

45.72 cm (18 in.) 

45.72 cm (18 in.) 

360° 

30° 

360° 

0.025 mm (0.001 in.) 

0.025 mm (0.001 in.) 

0.025 mm (0.001 in.) 

0.018° 

0.450° 

360° 

LDV MEASUREMENTS 
Number of Samples: 
Number of Cycles: 
Number of Position Bins: 
Number of Histogram Bins: 
Comparison: 
Lens Focal Length: 
Lens Half Angle: 

3000 
16 
20 
20 

3% 
250 mm 

5.711 deg 

axes. The other three axes are incorporated in the final optics 
assembly, as previously described. The three linear axes have 
a position encoder for feedback control during translation. 
The positions of the rotational axes are tracked by logging the 
number of motor steps. Table 1 gives the limits and precision 
of motion of each axis. 

For the LDV impeller blade passage measurements, the 
beams are strobed to keep the beam reflections from the passing 
blades from saturating the photodetectors. The frequency shift 
Bragg cells are also used for this strobing, with a square wave 
generator used to modulate the power. The wave generator 
has an adjustable delay and pulse length triggered by a pulse 
for each blade pass generated by frequency multiplying the 
once per revolution pulse by the number of impeller blades. 
The signal is validated by checking that the rotational period 
does not vary by more than a prescribed error. 

The impeller angular position is determined with a timing 
circuit, which includes a 1 MHz clock circuit, which latches a 
timing word at the data ready pulse from the LDV system and 
is reset with each revolution. The timing circuit is interfaced 
to the computer as a second counter, with the timing word 
passed with the LDV word to the computer and processed with 
the data analysis software. Note that the large impeller mass 
results in negligible rotational speed fluctuations. 

The LDV system is controlled by the processor, which is 
interfaced for data transmission and position encoder infor
mation to the HP-1000 Computer. The data are binned ac
cording to the circumferential position in the passage, with 
data ensembled over all the blade passages. The computer 
continues to collect data until a sufficient number of samples 
are collected in each bin. The LDV operating parameters for 
these experiments are given in Table 1. 

Prior to making a measurement, the axis settings for the 
required measurement direction and probe volume half angle 
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must be determined. The complicated geometry of the impeller 
shroud prevents solution of a simple algebraic relation to find 
this information. An inverse ray trace algorithm, which per
forms an exact ray trace from the probe volume to the focusing 
lens, is used. Fagan (1989) gives details of the ray trace al
gorithm. 

LDV Data Analysis. The LDV gives an instantaneous 
measure of the velocity at a point in the flow field. However, 
the value of the mean velocity and the turbulence intensity is 
of more interest than the instantaneous velocity. Statistical 
analysis is required to derive these quantities. Additionally, 
three independent measurements in different directions are 
required to resolve the three components of the mean velocity 
vector. 

The evaluation of the statistical mean and standard deviation 
of the velocity is defined by Eq. (1) and (2). The velocity and 
the probability of measurement are correlated for laser-Dop-
pler velocimetry measurements. Since the data are effectively 
equation time sampled for measurements in rotating blade 
passages, the weighting function is unity. 

2 u, W; 
u=-s w, 

, /2- , l /2_ n 

2><-

a) 

(2) 

The minimum sample size for each measurement is deter
mined by choosing an acceptable uncertainty eu for a given 
confidence level and using Student's / distribution. It has been 
demonstrated that the histogram of velocity measurements of 
"steady" flows taken with a laser-Doppler velocimeter has 
approximately a Gaussian distribution. As a consequence, 
measurements deviating by more than four standard deviations 
from the mean are rejected as noise. 

Determination of the three-dimensional mean flow field 
using a one-dimensional velocimeter requires independent 
measurements in three unique directions for each location with 
constant flow conditions during each of the measurements. 
The three required measurements cannot be made in mutually 
orthogonal directions due to limited optical access in the im
peller blade passage. The direction of each measurement is 
described by a normalized vector referenced to a fixed coor
dinate system. The axes orientation of the orthogonal coor
dinate system is given in Fig. 2. The mean velocity components 
along the three axes are then found by solving the three al
gebraic equations, Eqs. (3) and (4). 

(3«r) 

Ux 

u2 

V, 

= [M]"' 

ua 

ub 

~uc 

[MY-

cos aai cos aa2 cos ao3 

cos aft! cos a.1,2 cos 0:43 

cos acl cos aC2 cos ac^ 

X _ 
U„ = 

2 sin K„ 
VDa 

Ob) 

(4) 

where vDa is the measured Doppler frequency, aai denotes the 
angle between the measurement direction and the fth axis, Ua 

is the velocity component in the measurement direction, and 
Uj is the velocity component along a coordinate axis. 

After the data for each of the three measurements at a single 
location in the meridional plane are analyzed, the mean velocity 
vector described by three mutually orthogonal components is 
determined from Eqs. (3) and (4). Since these results include 
information about the velocity field across the circumferential 
extent of the passage, a small number of measurements dis
tributed along the measurement plane from hub to shroud are 
sufficient to describe the three-dimensional flow field. 

Velocity Measurement Accuracy. The following analysis 
gives an estimation of the uncertainty involved in determining 
the mean flow velocity vector from a typical set of measure
ments made with the LDV in the Purdue Research Centrifugal 
Compressor. The analysis of the measurement accuracy is done 
in two steps. First the uncertainty for each of the directional 
measurements is estimated. Subsequently, the uncertainty is 
calculated for the orthogonal velocity components. A location 
in the first data plane (15 percent passage) is used for this 
analysis, and the important parameters and experimental re
sults are given in Table 2. 

The mean velocity for each measurement is calculated from 
Eq. (4), with the uncertainty given in Eq. (5) and the values 
for each term of Eq. (5) for the three measurement directions 
given in Table 2. The total uncertainty for the measurement 
is due to three sources. The first term on the right-hand side 
of the equation is the contribution due to the finite bandwidth 
of the laser. The laser has a specified bandwidth of 20 GHz, 
which corresponds to an uncertainty in wavelength of 2.206 
x 10~'2m. For this measurement the wavelength term is neg
ligible compared to the other terms of Eq. (5). The wavelength 
term is nearly constant for all data and will be subsequently 
neglected. The second term on the right-hand side of Eq. (5) 
is due to uncertainty in the half-angle at the probe volume. 
The conventions used for this analysis estimate the half-angle 
uncertainty at 10 percent of the deviation caused by refraction 
at the shroud surfaces compared to the undeviated beam if the 
shroud was not there. The third term on the right-hand side 
of Eq. (5) is due to the uncertainty in estimating the mean 
from the experimental data based upon a normal distribution. 
The uncertainty for each of the measurements is less than 0.15 
percent. 

dUA = 
dUs 
ax 

d\ + 
dUA 

dkA 
dkA + 

dUA 

3vDA 
dvDA (5) 

The orthogonal velocity components are determined from 
the velocity measurements made in nonorthogonal directions, 
Eq. (3). As a consequence, the uncertainty for each of the 
velocity components depends upon the angular separation of 
the measurement directions and the measurement uncertain
ties. The analysis is further complicated due to uncertainties 
in the actual measurement directions. This part of the analysis 
is done in two steps. The mean velocity components and un
certainties along each of the orthogonal axes are calculated 
with the measurement directions calculated from the ray trace 
model. In a subsequent step, the calculations are repeated using 
the measurement directions for the axis settings based upon 
no refraction of the beams by the shroud surfaces. The mean 
velocities for the two cases are compared to set an upper limit 
for the velocity uncertainties due to an error in determining 
the measurement direction. All the results are presented in 
Table 2. Only for the velocity along the x axis (radial direction) 
is the additive error above 1 percent. It is not surprising that 
the error is largest in this direction because optical access to 
the passage severely limits the angle between the measurements 
for resolution of the hub-to-tip components which is nearly 
radial for this position. Additionally, the error due to uncer
tainty in the measurement direction is much higher (one order 
of magnitude) than other sources of error. The analysis of that 
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Table 2 Experimental parameters, results, and uncertainty 

Parameters I 

Mass Flow Rate: 
Axial Position: 
Radial Position: 
Time Window: 

3.34 kg/s (7.35 Ibin/s) 
3.871 cm (1.524 in) 
22.611 cm (8.902 in) 
20 

Direction 

Frequency (mMz) 

Half Angle 
(radians) 

Mean 

Error 

Standard 
Deviation 

-.2203. 

A 

-."1905. .843!) 

11.316 

.01295 

.3623 

.099465 

(-.0003 

n 

.4898, . 

12.888 

.01061 

.2934 

.099441 

1718) (.2185. 

C 

-.0007. .97581 

14.394 

.01461 

.4025 

.099461 

Uncertainty J2U5JoJmlkUiiaLS2urce.s. 

' > A 

5 - - * lIVllA <JV|iA 

Total 

l-tror 

On/s) 

(m/s) 

(in/s) 

(m/s) 

1.257 x 10-4 

5.876 x 10 3 

3.355 x 10 7 

3.955 x 10 7 

.13% 

neglect 

6.694 x 10 5 

2.749 x 10 7 

3.418 x 10 7 

Titi% " 

neglect 

7.474 x 10 3 

3.785 x 10 7 

4 532 x 1(1 7 

.12% 

Mc_a uire„Ricnl_Dlrci.tljaiJiM5 Mainly 

Calculated Direction 

Velocity 

mis 
4.674 

2.1)29 

37.172 

Uncertainty 

i . O H 0.3 

t.(K)7 0.1 

4 0.74 0.2 

A Velt 

.166 

-.1)11 

-.0.16 

city 

36. 
3.6 

-0.6 

-0.1 

error is very conservative and could likely be reduced by a 
factor of 3 to 5. 

This analysis is not an attempt to calculate the uncertainty 
rigorously for the results. It is an attempt to find the magnitude 
of the error for a typical measurement. The results demonstrate 
that the uncertainty in determining the mean velocity is not 
larger than the uncertainty in setting and controlling the mass 
flow rate through the machine, which is estimated at 2-3 per
cent. 

Impeller Flow Field Modeling 

The flow through the passages of a centrifugal compressor 
is highly complex and three dimensional. There are rapidly 
growing end wall and blade surface boundary layers, secondary 
flows driven by large blade-to-blade pressure gradients, and 
possible separated flow regions. As a consequence, adequate 
prediction of the flow field requires three-dimensional mod
eling techniques. 

Viscous Model. 

The viscous results are from a modified version of the Impact 
(Implicit Parabolic Computational Technique) code developed 
by C. M. Rhie (1983). This method uses the parabolic ap
proximation for solving the finite volume form of the Reynolds 
averaged Navier-Stoke's equations. After applying the iso
tropic turbulent viscosity hypothesis, the system is modeled by 
Eqs. (6) and (7). The system of equations is thus completed 

by assuming constant rothalpy and applying the perfect gas 
relationship. 

d , dP d 
~(pUiUj)= - — + — 
ox, OXJ ax. 

— (pu,) = 0 
0Xi 

( dui du; 

(6) 

- g P « S y (7) 

A two equation k-e eddy viscosity turbulence model mod
ified to account for streamline curvature and Coriolis accel
eration is used to close the system. The eddy viscosity /x, is 
given by Eq. 8, with the scalar transport mechanisms for k 
and e given by Eqs. 9(a) and 9(b), respectively. 

l*t = Cup — (8) 
e 

where C„ is an empirical constant; K is the turbulent kinetic 
energy; and e is the turbulence energy dissipation. 

d d 
T - ( P " / K ) = — -
OXt OXj 

+ P-pe + Gc (9a) 

dXj dXj 

de 

dXj 

+ i~) (C ,P -C 2 P e ) + G c^ (96) 

where Clt C2, o>, and ae are empirical constants and Gc is the 
streamline curvature correction proposed by Wilcox and 
Chambers (1977). 

The governing equations are written in the form of a single 
general relation for an arbitrary scalar dependent variable 4>, 
Eq. (10). 

d d 

dXj 
rSJ+ s (10) 

where T is an effective diffusion and S is the source term. 
To compute the solution, the conservative form of the gen

eral transport equation expressed in arbitrary curvilinear co
ordinates is integrated over a control volume, with subsequent 
approximations made to yield a finite-difference expression. 
The diffusion term in the streamwise direction is neglected to 
parabolize the governing equation. Linear interpolation of 
quantities between adjacent grid nodes results in a fully implicit 
expression with second-order accurate, centered differencing 
in the cross-stream direction and first-order accurate, upstream 
differencing in the streamwise direction. The difference rela
tion is solved simultaneously at each point in the cross-stream 
plane and, after obtaining satisfactory convergence, the pro
cedure is repeated at the next cross-stream plane. To treat 
reverse flow regions, the flare approximation is employed, 
which neglects convection in the throughflow direction for the 
region. 

After the momentum equations are marched through the 
computational domain, the pressure is corrected in a three-
step process to satisfy local and global continuity. As part of 
the solution process at each cross-stream plane, a one-dimen
sional global pressure correction is applied. Subsequently, a 
two-dimensional elliptic pressure correction is performed to 
satisfy local continuity. Finally, a three-dimensional elliptic 
pressure correction is executed after each complete forward 
marching pass. The entire solution procedure is iterated until 
adequate convergence of the flow field is obtained. 

Initial and boundary conditions must be specified to apply 
this code to centrifugal geometries. The computational grid is 
generated in an independent program, with the impeller ge
ometry entered through blade profiles at the hub and the 
shroud. The information required to start the flow code in
cludes the three velocity components, the static pressure, the 
enthalpy, the turbulent kinetic energy, and the turbulence dis-
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sipation at all locations in the inlet plane. The code does not 
require any information at the exit of the impeller and, since 
the input velocity specifies the mass flow, iteration of the input 
parameters is not required to match the mass flow. 

The grid used to model the flow in the impeller of the Purdue 
Research Centrifugal Compressor is 15 x 19 x 50, with the blade 
leading edge at the 8th streamwise grid and the trailing edge 
at the 42nd grid. The major difficulty in running the impact 
code is the determination of a suitable value of the inlet tur
bulent dissipation, which affects the turbulent viscosity as de
termined by the k-e model. 

Results 
LDV flow field and unsteady pressure measurements were 

made to study the three-dimensional flow field in the com
pressor at the design operating point. Predictions from three-
dimensional inviscid and viscous flow models are also pre
sented for correlation with these flow field data. 

The design operating point for the constant speed operating 
line (1,790 rpm) has a mass flow rate of 3.33 kg/s (7.35 Ibm/ 
s). The variation of the inlet stagnation temperature and pres
sure for the experiment from the nominal values of 298 K (537 
R) and 101.3 kPa (14.69 psia) are less than the uncertainty in 
determining the compressor mass flow rate. Consequently, the 
corrected mass flow rate of each operating point is also con
stant. 

LDV data were taken at five planes in the impeller passage 
of the Purdue Research Centrifugal Compressor. The planes 
are located at 16, 42, 62, 76, and 88 percent passage (Fig. 4). 
The three-dimensional flow field data are interpolated onto a 
11x15 regularly spaced grid, with the results presented in terms 
of the throughflow velocity (velocity component normal to the 
measurement plane) and the secondary velocity vector (velocity 
components in the measurement plane) for each plane. 

Mean Flow Field. The throughflow velocity data obtained 
at the design operating point are presented in Figs. 5-8. The 
plane 1 throughflow velocity data show a nearly linear velocity 
gradient from the suction to pressure surface along the passage. 
The throughflow velocity also increases from hub to shroud. 
At plane 2, the throughflow velocity data indicate a thickening 
of the boundary layer on the hub surface. Additionally, the 
velocity gradient from the suction to pressure surface is re
duced. At plane 3, a low-velocity region forms on the shroud 
near the suction surface similar to the jet-wake pattern ob
served by Eckardt (1976). In planes 4 and 5, similar profiles 
are observed, with the extent of the deficit region from the 
shroud surface growing along the passage. Note that the ap
parent spike in the plane 3 velocity nearer the low-velocity 
region is an interpolation error due to the extremely steep 
gradient in velocity. 

The design operating point secondary velocity vector and 
streamwise vorticity, i.e., the vorticity component normal to 
the measurement plane, contour data, for planes 1-5 are pre
sented in Figs. 9 and 10, respectively. The secondary velocity 
vector data are somewhat difficult to interpret due to the large 
backs weep angle of the impeller blades. Since the data are 
taken at planes normal to the meridional plane, flow at the 
blade angle has a tangential component of velocity which is 
much larger than the imposed secondary flow. Consequently, • 
the contour plots of the streamwise vorticity are also presented 
to define the secondary flow field. Since the positive streamwise 
direction is oriented into the figure, a positive vorticity cor
responds to a clockwise rotation. 

At plane 1, the vorticity data indicate regions of negative 
vorticity in several locations. However, the secondary velocity 
data show no discernible rotation of the flow in these regions. 
The plane 3 data show that rotation of the flow is discernible 
when the magnitude of the normalized vorticity exceeds 1.2. 

Fig. 4 Orthogonal coordinate system orientation and LDV measure
ment plane locations 

Consequently, this value will be used as a minimum when 
discussing the presence of vorticity in the flow. 

The first significant secondary flow is observed at plane 3. 
A region of positive vorticity exists along the shroud corre
sponding to the deficit region observed in the throughflow 
velocity results. The magnitude of the streamwise vorticity is 
highest at approximately 70 percent of the distance from the 
pressure to the suction surface near the shroud. A region of 
weak negative vorticity is found along the suction surface, with 
the highest magnitude occurring at approximately 50 percent 
of the distance from hub to shroud. The secondary velocity 
vector results show the turning of the flow in both these lo
cations, with the turning on the suction surface limited to the 
first grid near the blade surface. At plane 4, the extreme turning 
of the flow and high vorticity along the shroud has dissipated. 
Regions of weak positive vorticity are observed in the shroud 
pressure and shroud suction corners. A similar pattern is ob
served at plane 5, with a large magnitude increase of the vor
ticity in the region of the shroud suction corner. 

Turbulence Intensity and Enthalpy. The standard devia
tion of the velocity fluctuations and the enthalpy at each grid 
point is also determined. Unfortunately, it would require six 
independent measurements at each location to determine the 
standard deviation of the velocity fluctuations along each of 
the mutually orthogonal axes from which the turbulence in
tensity could be determined. Thus, for the results presented 
herein the turbulence intensity is estimated by the standard 
deviation of the velocity fluctuations in the measurement di
rections and normalized with the square of the impeller exit 
rotational speed, Eq. (11). The enthalpy is calculated by finding 
the product of the blade rotational speed and the tangential 
component of the absolute velocity at each location assuming 
a reference enthalpy of zero at the inlet to the impeller. The 
enthalpy is also normalized with the square of the impeller exit 
rotational speed. 

T= \\(U2
A + U2

B+Ul) ( 1 1 ) 

y TJl 
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Fig. 9 LDV secondary velocity vector data for planes 1-5 

The design operating point turbulence intensity contour re
sults are given in Fig. 11. At plane 1, the turbulence intensity 
is low across the entire plane. Regions of higher turbulence 
are located in the hub pressure corner and along the suction 
surface at the second plane. At plane 3, regions of high tur
bulence are still found in these locations and additionally, the 
high turbulence intensity associated with the velocity deficit 
region is observed on the shroud near the suction surface. At 
planes 4 and 5, the turbulence associated with the growing 
deficit region is observed, with the turbulence at the hub pres
sure corner and along the suction surface reduced. 

The design operating point enthalpy data contours are pre
sented in Fig. 12. The enthalpy is negative over 55 percent of 
plane 1, with the net power input to the flow over the first 16 
percent of the passage zero. The enthalpy rise over the plane 
is fairly constant between planes 1 and 2. At plane 3, an 
interesting feature of backswept blades is first observed. 
Namely, work is done on the air as the relative velocity is 
reduced because the tangential component of the absolute ve
locity and subsequently the enthalpy of the air is increased. 
However, the power input to the air in the low-throughflow 
velocity regions is small because the mass flow is small. As a 
consequence, the regions of highest enthalpy are in the bound
ary layers. A similar trend is observed in planes 4 and 5. 

The LDV results indicate a slight disturbance to the flow 
near the hub in the first 40 percent of the passage. This is 
observed in the throughflow velocity and turbulence intensity 
results at plane 2. These results indicate a boundary layer in 
the hub pressure corner, which becomes smaller at plane 3. 
Another indication of a flow disturbance is the region with 
negative enthalpy observed near the hub in plane 1. However, 
all indications of a disturbance disappear as the flow is turned 
radially. At plane 3, a deficit region with large positive vorticity 
similar to the jet-wake flow found in most centrifugal com
pressors is observed. The deficit or wake region is located on 
the shroud but not in the suction corner. Through the re-
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Fig. 10 LDV vorticity contour data for planes 1-5 

mainder of the passage, the extent of the deficit region con
tinues to grow. At the final data plane, regions of positive 
vorticity are located on either side of the wake. 

Viscous Flow Field Predictions. Rhie's impact code (1983) 
is used to predict the design operating point flow field in the 
Purdue Research Centrifugal Compressor. These predictions 
are presented in terms of the throughflow and secondary ve
locities, corresponding to the presentation of the experimental 
results. At the design point, the mass flow rate is 3.40 kg/s 
(7.50 lbm/s), which is 2.0 percent higher than the nominal 
flow rate at which the experimental flow field measurements 
were made. The predictions are presented at planes 1-5 (15, 
41, 62, 76, and 88 percent passage), near the location of the 
LDV measurement planes. Throughflow velocity results are 
given in Figs. 13 and 14, with the secondary velocity vector 
results from the inlet to the exit of the impeller presented in 
Fig. 15. 

The throughflow velocity at plane 1 indicates a smooth gra
dient from hub to shroud. The predicted velocity near the hub 
is slightly less than the velocity in the shroud region. At plane 
2, similar trends are indicated, with the addition of a predicted 
high velocity region near the shroud along the suction surface. 
The throughflow velocity prediction at plane 3 indicates that 
the high-velocity region extends over most of the passage height 
from hub to shroud. At plane 4, a region of very low through-
flow velocity is predicted at the shroud wall near the suction 
surface. The results at plane 5 show reverse flow at the shroud 
suction corner. 

Analysis of the secondary velocity results indicates some 
interesting characteristics. However, there appears to be no 
strong vortical structure. At plane 1, the secondary flow is 
minimal. At planes 2,3, and 4, a significant velocity component 
in the hub-to-shroud direction oriented outwardly is predicted 
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along the pressure surface at the shroud suction surface. The 
region of predicted reverse flow is also evident in the secondary 
velocity vector results at plane 5. 

20 cm 

Fig. 13 Viscous throughflow velocity predictions for planes 1 and 2 

Correlations. The predictions from the viscous code cap
ture the flow phenomena but show poor correlation with the 
data. The code predicts the jet-wake region observed in the 
experimental data. However, the code does not accurately pre
dict the streamwise position where the wake region starts nor 
the position of the maximum velocity deficit in the measure
ment plans. Although the start of the wake region is clearly 
observed at plane 3 in the LDV results, this phenomenon is 
first seen in the predictions at plane 4. The model also predicts 
that the wake region is located in the shroud suction corner, 
which is inconsistent with the LDV results. Finally, the model 
predicts a high-velocity region in the passage, which is not 
observed in the experimental results. 

Summary and Conclusions 
A series of experiments were performed to investigate and 

quantify the three-dimensional mean flow field in centrifugal 
compressor flow passages and to evaluate contemporary in
ternal flow models. The experiments include the acquisition 
and analysis of LDV data in the impeller passages of a low-
speed moderate-scale research mixed-flow compressor oper
ating at its design point. Predictions from appropriate inviscid 
and viscous internal flow models were then correlated with 
these data. 

The LDV data show the traditional jet-wake structure ob
served in many centrifugal compressors. This structure, char
acterized by a local velocity deficit region near the blade suction 
surface along the shroud, is observed along the shroud 70 
percent of the length from the pressure to the suction surface. 
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Fig. 14 Viscous throughflow velocity predictions for planes 3, 4, 
and 5 

Application of the viscous flow model to predict the com
pressor flow field was moderately successful. The viscous code 
predicted the major phenomena in the flow field, specifically 
the wake structure near the end of the passage. However, the 
viscous model showed poor correlation with the data. It pre
dicted that the wake was located in the shroud suction corner 
different from the LDV results at the design operating point. 
It also predicted a high-velocity region in the core flow, which 
was not observed in the experimental data. These results sug
gest that although current models can now predict phenomena 
associated with viscous regions in the impeller passage as well 
as the structure in the potential region of the flow, further 
development is required before modeling can be used to predict 
the internal flow field accurately. 
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Mechanics on the Tip Clearance 
Loss of Impeller Blades 

For predicting the tip clearance loss of turbomachines, different equations are pub
lished in the literature based on different principles. In 1986 the present author 
postulated a new theory where the pressure loss consisted of two parts: the pressure 
loss induced by the drag force of the leaked flow, and the pressure loss to support 
the axial pressure difference without blades in the tip clearance zone. It has been 
suggested that the two losses were the same loss lookedfrom two different viewpoints, 
or at least apart of the former was included in the latter or vice versa. In this paper 
the pressure loss due to the tip clearance is examined based on a macroscopic balance 
of forces, and the two kinds of loss are derived. Furthermore, it is shown that the 
former comes from the induced drag, which is parallel to the blade, while the latter 
comes from the missing blade force normal to the blade in the clearance zone. 
Because these two forces are mutally perpendicular, the two losses are entirely 
different in nature and they do not even partially overlap. It is also made clear 
quantitatively how the loss of the kinetic energy of leaked flow is related to the 
induced drag of the clearance flow. 

Introduction 

In many turbomachines there are clearances between edges 
of impeller blades and the casing. As a result, a certain amount 
of reduction in the performance is inavoidable due to the tip 
clearance. It is essential for turbomachine designers to predict 
the influence of the tip clearance correctly. A lot of research 
on the subject has been reported in the literature. It is divided 
into three groups: 

1 The performance change of turbomachines due to the tip 
clearance is measured experimentally, and empirical equations 
are proposed based on the assumed loss mechanism. 

2 Details of flow near the blade tip are measured with an 
advanced technique for better understanding of the phenom
ena. 

3 By means of CFD, the flow pattern and the entropy change 
are predicted and compared with experimental data. 

In 1987, the present author reviewed the literature on tip 
clearance and he was quite embarrassed on the inconsistent 
presentations of tip clearance loss by different authors. In 
Vavra's textbook (1960) it is written that the tip clearance loss 
is proportional to the square of the lift coefficient, while in 
papers written by Lakshminarayana (1970) and by Roberts et 
al. (1986) the loss is proportional to the 1.5th power of the 
lift coefficient. On the other hand, according to Senoo and 
Ishida (1986, 1987) the loss is the sum of the two terms, one 
proportional to the lift coefficient and the other proportional 
to the 1.5th power of the lift coefficient. These different re
lations have been derived based on different hypotheses on the 
mechanics of pressure loss due to the tip clearance. 

Obviously all of these equations cannot be correct, but all 
of these empirical equations are widely used by adopting em-

Contributed by the International Gas Turbine Institute and presented at the 
35th International Gas Turbine and Aeroengine Congress and Exposition, Brus
sels, Belgium, June 11-14, 1990. Manuscript received by the International Gas 
Turbine Institute December 29, 1989. Paper No. 90-GT-37. 

pirical correction coefficients and by limiting the range of 
application to near the design condition. By means of CFD, 
it may be possible to predict the flow pattern and the pressure 
loss for individual cases of blade tip clearance, but it is too 
much to clarify the relationship between the pressure loss and 
many parameters such as the tip clearance ratio, the blade and 
impeller geometries, and operating conditions, such as the flow 
coefficient and the lift coefficient. 

The purpose of this paper is to examine thoroughly the 
pressure loss due to the tip clearance by means of the principle 
of mechanics, and to make clear whether the various hy
potheses on the tip clearance loss in the literature correctly 
represent the mechanics of pressure loss, and finally to deter
mine which equation is rational and applicable in a wide range 
of operation. 

Simplification of Problems 
The flow near the blade tip is complicated by at least three 

factors: the rotation of the impeller or motion of blades relative 
to the casing, the secondary flow in the boundary layer along 
the casing induced by the pressure gradient between blades, 
and the leakage through the tip clearance of blades. Of course, 
the influences of these three factors on the flow and on the 
pressure loss are interrelated, and the total loss is not a simple 
sum of the three independent losses. However, it is important 
to understand the three factors separately before we can attack 
the combined phenomena. There are many papers regarding 
secondary flows induced by motion of rotor blades relative to 
the casing and also by the pressure gradient between blades, 
and the physics of secondary flow is well understood. However, 
regarding the flow phenomena near the clearance between the 
blade tip and the casing, even the physics or mechanics of 
pressure loss is not clear as mentioned before, although every
body agrees that there is leakage. 
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If the flow coefficient or the contraction coefficient is a, 
the leakage rate per unit length of chord is q = apcw„. In 
principle, if the contraction coefficient a is larger than 0.5, 
the pressure on the pressure side of the blade is reduced toward 
the blade tip, and the integrated deficit of the pressure force 
is (2a - \)c(pp-ps), or effectively a length of ( 2 a - \)c of 
the blade near the tip does not carry any blade-loading. That 
is, the effective span of blades is reduced and the effective tip 
clearance is 2ac instead of c. 

In the present analysis, it is assumed that a = 0.5 and the 
lift force per unit span L' works uniformly along the span. 
In cases of a > 0.5, if the effective clearance ce = 2ac and the 
effective span he = h - (2a - l)c are substituted for c and 
h, all the equations in the following chapters are applicable 
without any further modification. 

Fig. 1 Blade zone, clearance zone and control volume 

In order to make the problems simple, in this paper a linear 
cascade is adopted instead of an impeller. The blade span in 
the cascade is 2h, and at both ends there is a clearance c between 
the blade tip and the endwall of the wind tunnel, and only one 
half of the span is considered. Furthermore, it is assumed that 
the flow is inviscid and there is no boundary layer on the 
endwall of the wind tunnel. 

In the present analysis the two-dimensional flow without tip 
clearance is called the standard flow, where the half-span of 
the blade is h + c. The tip of the standard blade is cut off to 
make a clearance c at the edge of the blade. The cascade is 
inserted into the wind tunnel, then it leaks through the clear
ance from the pressure side to the suction side of blades. 

The height of the wind tunnel is divided into two zones, the 
clearance zone of thickness c and the cascade zone of thickness 
h. They are parallel to each other. For the time being, it is 
assumed that the condition of flow in the cascade zone is 
identical to the standard flow. If the mean axial velocity in 
the clearance zone were less than that of the standard flow, 
the total flow rate through the wind tunnel would be a little 
less than that of the standard cascade. 

Inoue et al. (1986) have observed that the leaked jet flow 
through the clearance rolled up and detached from the endwall 
downstream. The pressure distribution on the blades may be 
influenced by the leakage. However, for the time being, it is 
assumed that the standard pressure distribution on the blades 
prevails over the entire span h + c, including the imaginary 
blade surface in the clearance zone of height c. This assumption 
is generally accepted, providing that the clearance c is small 
compared to the chord length and the blade span, although it 
will be slightly adjusted later when necessary. 

The leak through the tip clearance is induced by the local 
pressure difference pp — ps between the pressure surface and 
the suction surface of a blade, and the velocity component w„ 
normal to the blade camber line is expressed as vv„ = 
V 2 ( p p - f t ) / p . 

Balance of Forces on a Large Control Volume and Pres
sure Losses 

In cases of axial flow fans, the axial pressure difference 
created by the impeller must be supported even in the annular 
clearance zone between the casing and the disk covering the 
impeller outer diameter. Therefore, the axial velocity in the 
annular zone is probably less than the axial velocity in the 
impeller zone, but we can assume that the flow becomes uni
form further downstream. 

Figure 1 (a) is the side view of a cascade, which corresponds 
to the axial sectional view of an impeller. Sections 1 and 4 of 
the control volume indicated by the dotted lines are far from 
the cascade, so that the velocity is uniform, while sections 2 
and 3 are just upstream and downstream of the cascade. Figure 
1(b) corresponds to the developed surface of revolution of an 
impeller outer diameter, where the two parallel surfaces 1-4 
and l ' - 4 ' of the control volume are separated by just one 
pitch t of the blades, so that the velocity and pressure distri
butions are identical on the two surfaces. Therefore, they have 
no effect on the balance of forces on the control volume. 

The balance of forces in the axial direction on the control 
volume is expressed as 

pct{h + c) — hL' sin f} — D cos (1) 
where pc = p$ — P\ and j3 is the vector mean flow angle at 
the cascade measured from the axial direction, while hL' and 
D are the lift and the drag forces on a blade as indicated. Since 
no drag force is assumed for blades in an inviscid flow, D is 
the drag force induced by the tip clearance if there is any. If 
the pressure difference at the standard condition c = 0 is 
expressed as Pt, - P\ = Po, Eq. (1) is reduced to 

p0= (L'/t) sin fi 
Po-Pc=Pc(c/h) + (D/ht) cos /3 (2) 

It should be noted that the first term on the right-hand side 
of Eq. (2) is related neither to the flow rate mc passing through 

Nomenclature 

c = tip clearance 
D = drag force due to leakage 
h = span of blade 
/ = chord length of blade 

L' = lift force of blade per unit span 
mb = axial flow rate passing through 

cascade zone or annular space 
of blades 

mc = axial flow rate passing through 
clearance zone or annular space 
of tip clearance 

p0 = pressure rise across cascade 
without tip clearance 

Pc = 

Pi = 

Pu 
PP 

q = 

t = 

pressure rise across cascade 
with tip clearance v = 
total pressure loss due to tip vv = 
clearance w„ = 
pressure loss due to leakage 
pressure on pressure side of a = 
blades 
pressure on suction side of P = 
blades 
leakage rate through tip clear- K = 
ance per unit chord length 
pitch of blades p = 

tangential component of veloc
ity 
axial component of velocity 
velocity component along blade 
velocity component normal to 
blade 
contraction coefficient at clear
ance 
vector mean flow angle at cas
cade 
ratio of axial velocities at clear
ance zone and blade zone 
density of fluid 
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Fig. 2 Effects of leakage through tip clearance 

the clearance zone nor to the leakage flow rate q through the 
tip clearance. 

Regarding the balance of forces in the tangential direction, 

mb(u2-Ui) =hL' cos 13 + D sin 0 (3) 

In section 4, where the flows through the cascade zone and 
the clearance zone mix together, the tangential velocity com
ponent is 

w4= {uimb + u1mc)/{mb + mc)=ui+(u2-ui)Kc/h (4) 

where Kc/h = mc/mb, or the axial velocity at the clearance 
zone is K times the axial velocity at the blade zone. Since «4 

= «3, Eq. (4) becomes 

p(uj-ul) =2pui(u2-ui)Kc/h 

= (i<c/h)4p0u}/(«2 + «3) = (Kc/h)4pcUi/ (u2 + u3) (5) 

The total pressure loss pi is defined as 

Pi=Po-Pc-(p/2)(.u2
4-ui) (6) 

where w3,- is the value of M3 for c = D = 0, and according to 
Eq. (3) 

"3/ -Ui = D sin jS/rhj, (7) 

Using Eqs. (2), (5), and (7), Eq. (6) becomes 

p,=pc(c/h)[l-2KU3/(u2 + ui)]+ (D/ht)/cos 0 (8) 

From this equation it is clear that the total pressure loss is less 
as K is larger, but even when K = 1.0 and D = 0, the loss is 
not zero because w3 < u2 for decelerating cascades. For ref
erence, K can be estimated using Eq. (11) in the following 
chapter. 

According to Eq. (8) the total-pressure loss consists of two 
parts. That is, in addition to the pressure loss pu due to the 
induced drag of the leakage through the tip clearance, tenta
tively expressed as the last term, there is a pressure loss plp 

proportional to the product of the tip clearance ratio c/h and 
the pressure rise pc across the cascade. According to Eq. (1), 
pc is approximately proportional to the lift coefficient of blade; 
therefore, a part of the tip clearance loss is almost proportional 
to the lift coefficient. Nobody had noticed this important fact 
until 1986. 

Leakage and Drag 
The pressure difference across the blade tip accelerates the 

fluid on the pressure side of the blade toward the suction side, 
and the leak velocity or the velocity component normal to the 
blade w„ is 

wn = yl2{pp-ps)/p 

Since the velocity component parallel to the blade is not changed 
by the pressure difference, it keeps the magnitude on the pres
sure side wp even after it comes to the suction side of the blade 
where the standard velocity ws parallel to the blade prevails, 
and obviously wp is smaller than ws. They are indicated in Fig. 
2(a). 

If it is desired to compensate for the disturbance due to 
leakage and to re-establish the original condition of flow, a 
normal force to the blade 

Fig. 3 Flow in clearance zone and control volume 

dN=w„q=(c/2)pw1„ = c(pp-ps) (9) 

and a parallel force to the blade 

dF=(ws-wp)q (10) 

are required per unit chord length of the blade. That is, the 
tip clearance has added to the standard flow two force vectors 
indicated in Fig. 2(b). 

The normal force dN is nothing but the blade force, which 
is borne by the blade element in the clearance zone in the case 
of the standard flow. Since the blade element is missing in the 
case of cascade with a tip clearance, it is quite natural that 
this much force is required to re-establish the standard flow. 

On the other hand, it seems strange that a drag force - dF 
parallel to the blades is induced by the leakage, because in an 
inviscid flow pressure is the only force and it is always normal 
to the blade. In cases of cambered blades, however, if the 
pressure distribution is shifted downstream by the leakage, the 
direction of the integrated blade force or the lift force is slightly 
turned downstream, and from the viewpoint of the standard 
flow, the small component of the lift force generated perpen
dicular to the standard lift force is a drag force. The reason 
such conditions of flow and the force are induced by the leakage 
through the tip clearance will be explained in the following 
chapters. 

Flow Near the Blade Tip 
In the clearance at the blade tip, there is no blade to support 

the pressure difference pp - ps across the blade and as a result 
it leaks. In Fig. 3, the difference of the pressure forces acting 
on the surfaces AA'B 'BA and CC 'D 'DC is balanced with 
the momentum of the leakage integrated along the chord \qw„dl. 
Regarding the control volume in the tip clearance zone between 
two blades, C C ' D ' D C and EE 'F 'FE , the pressure forces on 
the two curved surfaces are obviously just enough to stop the 
momentum of leakage. 

In the case of standard condition, there is no leakage and 
the pressure forces on the two curved surfaces of the control 
volume contribute to support the axial pressure force ct (p3 -
p2) and also to change the tangential momentum of the 
throughflow by pctv(u2 - «3). If there is a tip clearance, the 
pressure difference is used to stop the leakage velocity through 
the blade tip as mentioned before, and it cannot afford to 
support the axial pressure force and to change the tangential 
momentum of the throughflow similarly to the standard flow. 

Lack of the tangential force component is acceptable if there 
is no throughflow in the tip clearance zone, or if the tangential 
velocity component of the throughflow remains unchanged. 

On the other hand, the axial pressure force ct(pi -p2) must 
be supported somehow by means of change of the axial mo
mentum of flow and the shear force on the border surface of 
the control volume. If the axial velocity component at the inlet 
section AA' E ' EA of the control volume is v2, and the velocity 
component at the exit section D D ' F ' F D is KV2, being retarded 
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by the axial pressure gradient, the balance of the flow rate is 
squeezed from the control volume of the clearance zone into 
the blade zone, with the local axial velocity component, which 
varies from v2 to KV2 depending upon the axial location. Con
sequently, the balance of forces of the control volume in the 
axial direction is expressed as 

PCKV2
2(1-K) + PC(1-K)V2

2[1-(1 + K)/2] = C(P3-P2)-S 

It is reduced to 

pv2
2(l-K

2)/2=Pi-p2-S/c (11) 

where tS is the axial component of the shear force acting on 
the plane C ' D ' F ' E ' C , one blade pitch of the border plane 
between the clearance zone and the blade zone. 

It is clear from Eq. (11) that K becomes smaller as p3 - p2 

= pc is larger and eventually becomes zero and imaginary. In 
cases where K is imaginary in Eq. (11), it flows into the control 
volume from both the upstream section A E E ' A ' A and the 
downstream section D F F ' D ' D and it flows out from the bot
tom surface of the control volume into the blade zone with 
positive or negative axial velocity component v. If pc is very 
large, it is possible that a reverse flow prevails even in the 
upstream section AEE 'A 'A . It should be noted that the shear 
force tS becomes larger as K is smaller or as the reverse flow 
becomes stronger, and the large shear force contributes to 
prevent K from decreasing too much or to reduce the reverse 
flow. 

As mentioned above, in order to balance the axial component 
of forces in the clearance zone, the help of the blade force in 
the blade zone is necessary, i.e., the unbalanced force is trans
mitted from the clearance zone to the blade zone through the 
shear force tS and the momentum change of flow through the 
border plane C ' D ' F ' E ' C . The force between the two zones 
is an internal force for the large control volume, which covers 
the two zones. The force tS does not appear in Eqs. (2) and 
(8), but the entropy changes due to the shear force and the 
momentum exchange or mixing are automatically included. 

Regarding the leakage through the tip clearance of blades, 
the fluid comes from everywhere on the pressure side of blade 
without being limited to the clearance zone. That is, on the 
pressure side of the blade the influence of leakage spreads to 
the blade zone. 

In the clearance zone, a secondary flow is induced in a blade 
pitch because the axial velocity in the clearance zone is less 
than the axial velocity v in the blade zone. That is, the tangential 
pressure gradient between blades is too large for the momentum 
of flow in the clearance zone to flow along the blades, and a 
secondary flow toward the suction side of blade is created. 
The direction of the secondary flow is opposite to the leak 
through the tip clearance of blades. The two opposite flows 
meet and form a spanwise flow, which finally rolls up to form 
a vortex, as measured by Inoue et al. (1986). 

That is, both upstream and downstream of the leak through 
the blade tip clearance, the influence of leakage is not limited 
to the clearance zone; consequently the pressure distribution 
and the blade loading near the blade tip are clearly influenced 
by the leakage or the clearance. This fact qualitatively supports 
the postulation in the last chapter that the pressure distribution 
along the blade near the tip is modified by the leakage and the 
direction of the integrated pressure force is not identical to 
that of the standard flow. 

Pressure Loss Due to Induced Drag 

It is well known that the drag force on a wing or a blade of 
finite span flying in a sky is larger than the drag force on the 
same blade with the identical lift force in a two-dimensional 
flow, and the difference is attributed to the induced drag. When 
a blade flies at a velocity U with a lift force L, a vortex that 
is proportional to the velocity U and the lift coefficient CL is 
induced along the blade, and if the span is finite a pair of tubes 

(V/U)L 

r 
Fig. 4 Induced drag of wing 

\ \ w«. = vi/cos/5' 

w»o 

(va —vi)sin/? 

(u2 - l -u 3 ) / 2 

Fig. 5 Vector mean velocities near and far from cascade 

of the vortex are shed downstream from the both ends of the 
span. By the shed vortices a velocity V, which is opposite to 
the direction of lift and proportional to CLU, is induced near 
the blade. Therefore, as shown in Fig. 4, the direction of flow 
near the blade is inclined by arctan V/Urelative to the direction 
of flight. Since the lift force is perpendicular to the direction 
of flow, the lift force L has a force component (V/U)L against 
the direction of flight. That is, a drag force is induced. 

In other words, the pressure distribution around a wing does 
not create a drag force to the local flow, but the downwash 
makes the blade loading near the leading edge lighter compared 
with the original two-dimensional flow. Due to the camber of 
blade the integrated blade force is oriented somewhat down
stream in comparison with the lift force of the original two-
dimensional flow. As a result the lift force has a component 
of drag force, from the viewpoint of the original two-dimen
sional flow. 

If there is leakage through the tip clearance of blades in a 
cascade, the direction of leak flow is different from that of 
the two-dimensional flow in the blade zone, and the difference 
forms a shear layer or a vortex sheet, which is shed downstream 
from the edge of blades. It is not easy to evaluate the influence 
quantitatively, but similarly to the case of a flying wing, the 
direction of the lift force is modified a little and it has a drag 
component proportional to the lift force. 

In the former chapter it was proved that the momentum 
component in the direction of blade chord of the leakage is 
less than that of the standard flow of the same flow rate and 
the difference is quantitatively expressed as - \dF. In this chap
ter, from where and how the defect of momentum has come 
is qualitatively clarified. 

Pseudo-Induced Drag 

The drag force D in Eqs. (1), (2), and (8) corresponds to 
the drag mentioned above, or D = - \dF. However, the loss 
of total pressure is not zero even when D = 0. Comparing the 
vector mean velocity w^o of sections 2 and 3 near the cascade 
with the vector mean velocity vf„ of sections 1 and 4 far from 
the cascade in Fig. 1, it is clear that the directions of the two 
velocity vectors are different as shown in Fig. 5. 
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If it is assumed that there is no flow through the tip clearance 
zone, observing Fig. 5, the angular difference of the vectors 
is expressed as follows: 

tan (/3 - (30) = (v2 - i>i) sin /3/ (iVcos /3) 

= (c/h) sin (3 cos (3 (12) 

It is clear that the ideal life force L'h of the cascade relative 
to the local flow with the vector mean flow angle /30 has a 
virtual drag force component L'h(c/h) sin /3 cos (3 relative to 
the flow with the vector mean flow angle (3. The pressure loss 
based on the virtual drag force is clearly proportional to L' 
or the lift coefficient of the blades, and the way the loss is 
related to the lift coefficient is somewhat similar to that of the 
induced drag of a wing, although the angular difference is 
independent of the lift coefficient. That is, even the pressure 
loss expressed as the first term of Eq. (8) can be considered 
as a pseudo-induced drag. 

The real induced drag - \dF due to the leakage through the 
blade tip clearance is proportional to C];5 as will be demon
strated in the following chapter. Therefore, it may be allowed 
to say that the tip clearance loss consists of a pseudo-induced 
drag, which is proportional to CL, and a real induced drag, 
which is proportional to C['5. However, in the literature it is 
simply assumed that the tip clearance loss is nothing but the 
induced drag, and following the case of flying wing, it is pro
portional to (c//i)Ci without demonstrating any reason. 

The concept of induced drag was originally developed for 
a flying wing. In that case, it is clearly demonstrated that the 
direction of the lift force has changed by arctan V/U, which 
is proportioned to CL; consequently the induced drag is pro
portional to C | . It does not mean that the induced drag due 
to the leakage through the tip clearance of the blade is also 
proportional to C\. When c/h = oo, the induced drag D is 
certainly proportional to C\, but obviously the relation that 
D is proportional to {c/h)C2

L in the literature is not correct. 

Drag and Loss of Mechanical Energy Due to Leakage 
In the preceding chapters, the increment of drag force D 

due to the tip clearance leakage and the resulting pressure loss 
Pit, the last term of Eq. (8), is not quantitatively related to the 
kinetic energy of leaked flow. When a strut is inserted in a 
uniform flow, the loss of mechanical energy per unit time is 
the product of the drag force acting on the strut and the velocity 
before it is disturbed by the strut, and the loss is also equal 
to the product of the pressure loss and the flow rate. This 
relation is applicable to any flow. 

As mentioned before, if there is leakage through the tip 
clearance of blade, there is a distribution of drag force -dF 
along the chord. The loss of mechanical energy due to the 
leakage can be estimated in the way mentioned above. At a 
certain point along the chord of a blade, the pitch mean velocity 
between blades is about (wp + ws)/2, while it is proved that 
the drag force due to the leakage across the blade tip is - dF 
= q(wp - ws). Therefore, the loss of mechanical energy per 
unit time and unit length along the chord is 

dE= [(w,+ wp)/2]q{ws-wp) 
= (Pc/2)(w2

s~w2
p)

hi/2 (13) 

Equation (13) shows that the loss is just equal to the product 
of the leakage rate q and the kinetic energy of the velocity 
component normal to the blade of the leaked flow. The pres
sure loss is expressed as the ratio \dE/Q where Q — [ (ws + 
wp)/2]ht cos /3 is the flow rate through one pitch of the blades. 
We can easily prove that the pressure loss agrees with pu, or 
the last term of Eq. (8) where D = -\dF = \(vis - wp)qdl. 

If the camber of the blades is not very large, the lift force 
acting on a blade per unit span is expressed as the integration 
along the chord of the pressure difference across the blade, or 

CLlwi/2~ {w2
s-wp)dl/2 (14) 

Combining Eqs. (13)' and (14), the loss E due to the leakage 
across the blade tip can be expressed 

£•= \dE=kpcl Cl£5wi 

and the pressure loss is 

p„ = E/(thwx cos p„) = k p(c/h)(l/t)C[£swl/cos ^ (15) 

where the proportionality constant k varies depending upon 
the load distribution along the chord. This equation agrees 
with the Rain's equation in Vavra's textbook (1960) except for 
the proportionality constant. 

Summary 
In a decelerating cascade with a blade tip clearance, if it is 

desired to re-establish the standard flow without the tip clear
ance, in addition to the missing blade force at the tip clearance, 
a force parallel to the blade is required. Because these two 
components of forces are missing compared with the standard 
flow and they are perpendicular to each other, two different 
kinds of pressure loss are induced. 

In the literature two schools on the tip clearance loss of 
cascade are popular. According to one school, it is based on 
the induced drag of blade due to the tip clearance and it is 
proportional to C|. In the other school, it is the loss of the 
kinetic energy of leakage and it is proportional to Ci'5. In this 
paper it is shown that the force component parallel to the blade 
is induced by the momentum defect of the leakage and the 
pressure loss is proved to be identical to the loss of the kinetic 
energy of the leakage through the tip clearance. Since the drag 
force due to the leakage can occur in an inviscid flow, it can 
be considered as an induced drag. That is, these two theories 
in the literature are two different views of one phenomenon. 
The most important fact is that those theories do not include 
the other half of the tip clearance loss. It comes from the 
missing lift force of blade in the clearance zone. 

The author feels that in the present paper the mutual rela
tionship between the leakage flow loss, induced drag loss, and 
clearance loss due to the axial pressure gradient is made clear 
for the first time. It should be noted that the leakage loss is 
only a part of the pressure loss due to the tip clearance, and 
the former should not be used as a synonym of the latter. 

Postscript 
1 The pressure distribution near the blade tip is modified 

by the leakage and an induced drag force is generated, but in 
this paper, it is assumed that the total lift force of the blade 
hL' is not changed. If the lift force is decreased by the tip 
clearance of impeller, the driving force of the impeller is re
duced and the axial pressure rise pc is also reduced, but the 
pressure loss expressed in Eq. (8) is hardly influenced. 

2 In 1986 the present author had postulated that the pressure 
loss due to the tip clearance of cascade consists of three parts: 
the loss due to leakage, the loss for supporting the annular 
clearance zone along the shroud against the meridional pressure 
gradient, and the loss to take care of the spanwise distortion 
of the velocity distribution in the blade zone. In this paper, 
the last part is omitted partly because it is a common problem 
for a boundary layer in a decelerating flow, and partly because 
it can be included in the second cause of loss by increasing the 
effective tip clearance, because the two losses are the same 
kind of loss due to an adverse pressure gradient. 

3 In cases of mixed flow compressors, the gas density, the 
blade height, and the meridional component of velocity vary 
from the inlet to the exit of impeller. Therefore, the equations 
derived in this paper should be applied to a short distance 
along the shroud and the equations should be integrated from 
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the inlet to the exit of the impeller. Furthermore, the Coriolis 
acceleration influences the blade loading, which is the cause 
of leak. In the author's previous papers (Senoo and Ishida, 
1986; Senoo, 1987), these factors are incorporated without 
using a lift coefficient, which is not a pertinent parameter for 
blades of mixed-flow impellers. 

4 In 1977, the performance changes due to the tip clearance 
were experimentally examined very thoroughly for three types 
of centrifugal compressor with the rated pressure ratio of 6 
by Klassen et al. (1977a, 1977b) and Beard et al. (1978). Re
garding these experimental data Senoo and Ishida (1987) pre
dicted the tip clearance effects at different shaft speeds and 
pressure ratios as well as the effects at different flow rates at 
the design speed, and good agreement with experimental data 
were demonstrated. There is no other paper in the literature 
that compares the predicted effect of the tip clearance with 
experimental data over a wide operating range of an impeller. 
Since the blade loading varies with the condition of operation, 
good agreement in a wide operating range means that the 
relationship between the losses and the blade loading or the 
lift coefficient used in the prediction well represents the me
chanics of tip clearance loss. 
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Secondary Flow and Loss 
Distribution in a Radial 
Compressor With Untwisted 
Backswept Vanes 
The unshrouded impeller and the vaneless diffuser of a single-stage radial compressor 
have been investigated at three flow rates. Three-dimensional velocities and pressures 
were measured at a tip speed of 84 m/s by an L2F-velocimeter, a slanted single hot
wire probe, and piezoresistive pressure transducers. The measurements show that 
upstream of the blading the averaged meridional inlet flow angle is about 54 deg 
and a periodic variation of the meridional flow angle of about 25 deg occurs near 
the casing wall. Further, an inlet vortex in the clockwise direction appears and an 
initial whirl is induced. The specific work of the initial whirl corresponds to ap
proximately 12 percent of the enthalpy losses between inlet pipe and diffuser outlet. 
In the beginning of the passage, the inlet vortex is suppressed and a solid body 
vortex in the counterclockwise direction can be observed. At the outlet, a heavy 
flow deceleration at the blade suction side with subsequent separation can be seen. 
Increasing the flow rate decreases the wake and causes a more uniform loss distri
bution in this area. The measured secondary vortex flow and rotary stagnation 
pressure gradients are compared with test results from impellers with inducer. The 
incidence of the investigated impeller is greater than that of the impellers with inducer, 
but the wake-jet outlet flows are very similar. Inlet losses could be reduced by 
improving incidence angles by matching the blade angles to the inlet flow angles. 
Smaller blade angles at the shroud would reduce or eliminate separation at the 
leading edge, and the resulting reduction in low-momentum fluid along the suction 
surface would help to avoid separation on that surface near the outlet. 

Introduction 
Many experiments and theoretical investigations have shown 

that the impeller flow of radial compressors is significantly 
influenced by secondary effects (Eckardt, 1975; Kano et al., 
1982; Lindner, 1984; Sipos, 1984; Miiller and Sipos, 1985; 
Rohne and Baumann, 1988). Centrifugal and Coriolis forces 
cause the deviation of the streamlines from the wall contour, 
and, in the rotating system, gradients of the reduced static 
pressure occur in the channel cross-sectional areas. Flow mi
gration in the opposite direction at the casing wall and hub 
results in a channel vortex (Bosman, 1980). Additionally, the 
reduced static pressure gradients induce transport of boundary 
layer material along the impeller channel walls. As a result of 
both these effects, high-energy fluid will be replaced by low-
energy fluid and a wake will be generated close to the impeller 
outlet. 

This process can be observed particularly clearly in radial 
impellers without inducer (Adler and Levy, 1979; Hamkins 
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35th International Gas Turbine and Aeroengine Congress and Exposition, Brus
sels, Belgium, June 11-14, 1990. Manuscript received by the International Gas 
Turbine Institute January 15, 1990. Paper No. 90-GT-161. 

and Flack, 1987). In this type of impeller, the flow will be 
directed into the radial direction in many cases with very strong 
curvature, before entering the blading. High curvature fre
quently causes flow separation at the casing wall with distorted 
absolute inlet velocity profile and pressure gradients even at 
optimum operating conditions. So, the effects mentioned above 
will be intensified. Furthermore, large variations of incidence 
angle from hub to shroud may cause leading edge separation 
and the resulting flow distortion in the tangential direction. 
Because of the usually wide and short channels, the vortex 
development may be influenced by the flow gradients in axial 
and tangential direction, probably in the whole impeller chan
nel. Thus, loss distribution and channel flow of this type of 
impeller are more difficult to predict than those of high-per
formance radial impellers where, because of the inducer, the 
inlet flow distribution is usually uniform. 

Motivation 
As the literature shows (Bosman, 1980; Moore et al., 1984; 

Renyong et al., 1985; Lapworth and Elder, 1988; Moore and 
Moore, 1988), most of the mathematical methods dealing with 
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Fig. 1 Experimental setup and instrumentation 

the calculation and prediction of the secondary flow in radial 
compressor impellers are very complex, so that an application 
in industrial practice would be difficult. Further, most of these 
papers consider high-performance impellers with axial flow 
inlet and inducer [I-impeller]. 

Supposing that some characteristic features of the flow could 
be recognized and modeled, they could be the basis of a less 
sophisticated calculation method. Especially for radial im
pellers with blades in the radial plane and without inducer [C-
impeller], simpler design tools would be desirable. This paper, 
therefore, attempts: 

(«) to show the influence of the distorted inlet flow on the 
secondary flow in C-impellers and to find characteristic flow 
patterns suitable for mathematical flow modeling; 

(b) to supply experimental data for C-impellers for com
parison with later flow calculations; and 

(c) to show some significant differences between the sec
ondary flow and loss distribution of I- and C-impellers. 

Experimental Setup 
Figure 1 shows the experimental setup and test object. The 

unshrouded test impeller of 400 mm diameter has 12 untwisted 
backswept blades and is followed by a bladeless annular dif-
fuser of parallel walls. Inlet and outlet blade angles measured 
in the mean radial plane are 30 and 40 deg, respectively. Di
ameter ratios Di/D2 at the hub and at the casing are 0.61 and 
0.68, respectively; the impeller width ratio B/D2 is 0.1375. The 
inlet cross-sectional area is reduced by the finite blade thickness 
at the hub by 15 percent, and at the casing by 8 percent. The 
casing wall radius i?cASE to outlet diameter Z>2 ratio of 0.05 is 
typically small. The inlet piping diameter ratio D0/D2 is 

N o m e n c l a t u r e 
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0.625, and a straight inlet pipe length of 10*D0 is provided 
to avoid inlet flow distortion. Tip clearance between casing 
wall and blade front edge is approximately 1 mm; diffuser 
outlet diameter is l.8*D2. Furthermore, a 3-mm-thick rec
tangular glass window of 40 x 120 mm size was provided in 
the casing wall so that laser velocity measurements could be 
made in the rotating impeller passages up to diameter ratio 
D/D2 = 0J. 

Mass flow rate was measured by an orifice plate and con
trolled by a throttle in the inlet piping. The L2F measurements 
were carried out in four measuring stations of constant di
ameter ratio at D/D2 = R/R2 = 0J4, 0.82, 0.91, and 1.0, and 
averaged over the 12 impeller channels. Additional linearized 
hot-wire measurements were made in a distance of approxi
mately 6 mm from the impeller blade leading and trailing edge 
applying a single hot-wire slanted probe. The hot-wire probe 
could be traversed along the blade edge and rotated around 
its axis. The instantaneous wall pressure was measured by a 
piezoresistive pressure transducer in the four L2F measuring 
stations. The same type of pressure transducer was applied in 
a specially designed Pitot probe of low directional sensitivity. 
The Pitot probe was placed at the same diameter as the hot
wire probe and traversed along its axis to measure the blade-
to-blade variations in the instantaneous stagnation pressure at 
different spanwise stations of the impeller outlet. For time-
averaged flow measurements at the impeller inlet, a standard 
pneumatic five-hole probe was used, and in the diffuser at D/ 
D2= 1.65, a pneumatic three-hole probe was used. 

Test and Evaluation Methods 
The hot-wire probe, together with a three-dimensional probe 

calibration method (Sipos, 1986), made it possible to determine 
the components of the time-averaged velocity vectors directly 
out of the calibration maps in every measuring point. The 
mean velocity vector was calculated at every channel point 
from four ensemble-averaged hot-wire voltages determined in 
four different characteristic angular positions of the probe. 
From the measured velocity distribution, a difference vector 
field representing the secondary flow was calculated at the 
diffuser outlet, and the circumferential variation of the blade 
inlet flow was determined. In the calculation of loss distri
butions from the L2F velocity and the ensemble-averaged wall 
pressure values, a constant static pressure was assumed across 
the impeller width. Because of the straight and parallel walls, 
only a little curvature of the streamline, hence only small pres
sure gradients, can be expected in a great part of the impeller 
channel. The instantaneous signals were stored on magnetic 
tape and evaluated by an analogue pulse-amplitude-modula
tion circuit later on to determine the ensemble-averaged hot
wire and pressure signal values. 

Choice of Test Operating Points 
The flow experiments were carried out without inlet control 

vanes at a constant speed of 4000 rpm corresponding to a 
circumferential velocity of 83.7 m/s. The impeller performance 
curves at this constant speed are displayed in Fig. 2. Stagnation 
pressure rise between station 0 in the inlet pipe and station 3 
in the diffuser was measured by a three-hole probe and plotted 
against the mass flow rate. Isentropic impeller efficiency was 
calculated from the stagnation values of h and defined as 

Vis,, = (h3jS,, - h0,,)/(h3,, - h0,,) (1) 

The L2F, wall-pressure and hot-wire measurements were 
made at Q=1.7 kg/s, corresponding to maximum impeller 
efficiency. In order to show the effect of the increased flow 
rate on the secondary flow and loss distribution, the hot-wire 
and instantaneous stagnation pressure measurements were re
peated, additionally, at Q=1.9 kg/s, corresponding to the 
relative flow rate of Q/Qopt= 1.12. Time-averaged flow ex-
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periments were made at relative flow rates of Q/QOpt = 0.88, 
1.0, and 1.12. 

Tolerances and Accuracy 
The accuracy of the flow rate and pneumatic pressure meas

urements was about ±0.03 kg/s and ±10 Pa, respectively. 
The tolerance of the hot-wire and pneumatic five-hole probe 
measurements can be estimated at ± 2 m/s for the velocity and 
± 2 deg for the flow direction. The relative error of velocity 
components measured by the L2F velocimeter is about 1.5 
percent for the mean velocity and 5 percent for the turbulence 
values. Because of the stable ambient temperature, the in
stantaneous pressure measurement showed a zero drift of only 
about ±20 Pa. 
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Fig. 6 Instantaneous hot-wire signal pattern close to the blade leading 
edge, averaged over 64 cycles 

Blade Inlet Flow 

Time-Averaged Flow Measurements. Figures 3 and 4 show 
the flow variables close to the blade inlet measured by a pneu
matic five-hole probe. Because the probe effectively integrates 
the blade-to-blade flow variations, the curves can be considered 
as the axially symmetric approximation of the actual inlet flow 
distribution. The figures show the following characteristics: 

(a) As shown in Fig. 3, velocity distribution follows the 
strong meridional curvature of the casing wall, but velocity 
vectors of nearly constant length close to the casing indicate 
a thick boundary layer. The fluid enters the blading in the 
measuring section with considerable axial velocity components. 
The normalized mean value of the axial velocity is CU/CQ = 0.72 
at Q/Qopt= 1-0. The mean meridional flow angle e is 54 deg. 

(b) According to Fig. 3, the meridional flow angle e close 
to the casing wall differs considerably from the meridional 
angle of the wall contour. Further, in Fig. 4, large total pressure 
losses between the inlet station and the impeller leading edge 
near the casing can be seen. The flow parameters displayed in 
Figs. 3 and 4 indicate flow separation on the casing wall up
stream of the measuring station at each of the three flow rates. 

(c) In the r-u plane, the flow separation on the casing wall 
causes positive incidence angles near the casing wall and neg
ative incidence angles close to the hub at optimum flow rate; 
see Fig. 5. Thus, additional flow separation can be expected 
close to the casing at the blade suction side and close to the 
hub at the blade pressure side. 
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Fig. 7 Ensemble-averaged absolute velocity CtIU2, and inlet flow angles 
a and E close to the blade leading edge at optimum flow rate 

(d) Varying the flow rate has little influence on the me
ridional flow angle e and on the axial gradient of the stagnation 
pressure; Figs. 3 and 4. Much greater differences can be found 
in the incidence angles along the blade leading edge in Fig. 5. 
At flow rates greater than optimum, at Q= 1.9 kg/s, negative 
incidence occurs almost along the entire leading edge. At flow 
rates less than optimum, the incidence angle is practically zero 
in the hub region and becomes positive near the casing wall. 
Thus, in addition to the losses generated between stations 0 
and 1, incidence losses occur at increased flow rate in the hub 
region and at reduced flow rate in the casing region. Therefore, 
the reduced stagnation pressure gradient in the axial direction 
will be decreased downstream of the measuring station by 
increasing the flow rate. 

Instantaneous Flow Measurements. In addition to the re
sults of the time-averaged measurements, further information 
about the inlet flow characteristic can be obtained by the three-
dimensional hot-wire measurements at optimum flow rate close 
to the blade leading edge. 

Figure 6 shows the linearized signal pattern of a single hot
wire slanted probe near the hub and the casing wall. The curve 
near the hub shows a practically uniform velocity distribution, 
which is only influenced by the blockage of the blades. The 
curve close to the casing demonstrates additional circumfer
ential flow distortion, indicating the effects of flow separation 
on the casing wall. 

The isotachs of the normalized absolute inlet velocity C,/ 
U2 and the isoclines of the meridional and circumferential inlet 
flow angles e and a indicate the periodic fluctuation of the 
absolute flow on the inlet surface; see Fig. 7. Close to the 
casing wall, low velocities resulting from the flow separation 
upstream of the measuring station can be seen. The wake will 
be accelerated by the passing of the blades. Low velocities can 
be observed in the hub-suction side corner as well. The fluid 
enters the blading in this region with negative incidence (see 
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Fig. 9 Ensemble-averaged static pressure difference Ps1_0/(p/2*Co), 
relative flow angle 0,, and normalized moment of momentum C,„* UJU\ 
close to the blade leading edge at optimum flow rate 

Fig. 5); this low-momentum fluid indicates the stagnation of 
flow at the blade suction surface. Every time a blade crosses 
the absolute streamlines, the meridional flow changes its di
rection from 65 deg to about 40 deg. The two subsequent peaks 
and dents in the isoclines show that the meridional flow angle 
alternates approximately at two times blade frequency. The 
circumferential inlet flow angles differ considerably from 90 
deg, indicating tangential velocity components in the inlet cross 
section, except in the hub-suction side corner region. At the 
casing wall, they are about 100 deg, at the hub, close to the 
pressure side, 75 deg. 

The normalized absolute velocity Ci/U2 in Fig. 7 seems to 
have a distribution opposite to that of Fig. 3 measured by the 
five-hole probe. Figure 8 shows the circumferentially averaged 
velocities measured by hot-wire probe and the velocities directly 
measured by the five-hole probe compared along the blade 
leading edge. The average values measured by the five-hole 
probe are actually higher than the hot-wire values near the 
case. The difference is probably caused by the fluctuation of 
C[ and e. The pneumatic probe tends to store the peak pres
sures. Because of its integrating character, in a fluctuating 

Fig. 10 Inviscid passage vortex and circulation in a rotating axial to 
radial bend 

flow, the pneumatically averaged velocities are higher than 
numerically averaged instantaneous values. 

The relative flow angle Pi, the normalized moment of mo
mentum Clu* U,/UJ, and the static pressure difference Psi-0 
distribution can be seen in Fig. 9. The static pressures were 
calculated assuming an axially symmetric stagnation pressure 
distribution measured by a five-hole probe. The relative flow 
angles were determined by projection on the r-u plane. 

Considering that the blade inlet angles at the hub and casing 
wall are 26 deg and 34 deg, the isocline map indicates, similar 
to Fig. 5, projected mean incidence angles of about - 5 deg 
and + 12 deg, respectively. The parallel isoclines in the middle 
of the passage show an inlet vortex in the clockwise direction 
of rotation (Binder and Romey, 1983). The inlet vortex cor
responds well to the inviscid passage vortex (Bosman, 1980). 
In a rotating curved passage, as shown in Fig. 10, the relative 
passage vortex acts in a sense such that its circulation cancels 
the circulation due to the blade rotation. As the impeller an
gular velocity is constant and it only contributes an axial com
ponent of circulation, the streamwise component of the passage 
vortex generates a clockwise circulation in the orthogonal cross 
section. The intensity of the streamwise vorticity decreases 
when the direction of the meridional streamlines becomes in
creasingly radial. Interacting with the meridional flow deflec
tion, this component of the passage vortex may induce 
deloading of the region casing/blade suction side in the axial 
to radial bend. The small relative angles at the hub near the 
blade suction side may be explained by the flow about the 
blade leading edge; see Fig. 1. Because of the blade thickness 
and negative incidence, the fluid is forced to bypass the blade 
along the suction side with a strong change of relative flow 
direction locally resulting in positive incidence angles in the 
measuring section near the blade suction side. 

The influence of the incidence and of the flow about the 
blade leading edge on the energy addition can be observed in 
the moment of momentum distribution as well. In a great part 
of the passage positive momentum occurs. Close to the casing, 
much greater negative momentum can be observed in a small 
region while, near the suction side, the moment of momentum 
is approximately zero. The averaged moment of momentum 
amounts to about 1.5 percent of U\, representing an initial 
whirl in the measuring plane in the direction of rotation. Ac
cording to Eq. (2), the enthalpy rise of the impeller will be 
reduced by this whirl. 

Pi-o,m/p = C2u,m * Ui — C\Uiin * U\tin (2) 
In the case of an ideal inlet vortex, the averaged moment 

of momentum would be near zero at chosen operating con
ditions. In the present case the spanwise distribution of the 
incidence is not symmetric; see Fig. 5. This and the flow about 
the relatively thick blade leading edge close to the hub add 
velocity components of direction of rotation to the relative 
flow. Flow distortion along the impeller width and the thick 
and unrounded leading edge act as a vane control device. 
Assuming 70 percent impeller efficiency (Fig. 2), the resulting 
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Fig. 11 Instantaneous wall pressure rise Ps- P„ along the casing wall 
at optimum flow rate 

amount of C[U>m* U\%m corresponds to approximately 12 per
cent of the enthalpy losses between stations 0 and 3. Improving 
the shape of the blade leading edge and matching the blade 
angles to the inlet flow, the initial whirl might be reduced. 

In the isobar plot, regions of high pressure correspond to 
the regions of low-momentum fluid in Fig. 7. They show that 
the fluid in the boundary layer on the casing wall flows up to 
the blade inlet against a time-variable pressure gradient. The 
amplitude of the static pressure is approximately 50 percent 
of the mean pressure difference between inlet pipe and blade 
inlet (stations 0 and 1). The high-pressure phase is much longer 
than would correspond to the blade thickness. This may have 
an influence on the flow separation primarily caused by the 
meridional curvature of the wall. Increasing back pressure 
promotes separation while decreasing back pressure accelerates 
the boundary layer. Therefore, separation may occur at a 
greater distance from the blade leading edge in the phase of 
high back pressure, than in the phase of low back pressure. 
So, an unstable separation point on the casing wall can be 
expected. 

The tangential gradient of static pressure opposite to the 
direction of rotation over part of the passage at the casing wall 
has the same sense as the pressure gradient, which will be 
developed by impeller rotation. This pressure gradient is caused 
by the separation on the casing wall, the incidence and the 
unfavorable shape of the blade edge, that is from viscous 
effects. It will increase blade loading near the casing down
stream of the measuring section, and thus reduced deloading 
of the casing/blade suction side region through the inviscid 
passage vortex can be expected in the first part of the impeller 
channel. 

Flow in the Impeller Channel 

Measurements at Optimum Flow Rate. The flow distri
bution in the rotating impeller channel can be described, first, 
by the isoclines of the relative flow measured by the L2F 
velocimeter and the isobars of the normalized reduced stag
nation pressure. The isobars were calculated from the instan
taneous wall pressure rise distribution in Fig. 11 measured by 
a piezoresistive wall-pressure transducer along the casing wall. 
The isoclines were interpreted with respect to the vortex struc
ture as described by Binder and Romey (1983). The four meas
uring stations at R/R2 = const are shown in Fig. 12. Further 
flow value distributions can be interpolated in the cross sections 
at Y= const and in the blade congruent sections at X= const. 
The coordinates of the channel points are normalized in each 
of the three cross sections. The reference values are D*H./Z 
in the tangential, B in the axial, and R2-R\ in the radial 
direction. 
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Fig. 12 Measuring and display sections in the rotating impeller channel 

The approximately parallel isoclines in Fig. 13 at R/R2 = 0.74 
indicate a counterclockwise solid body vortex close to the pres
sure side. This means that the passage vortex has decayed up 
to this station, and circulation in the opposite sense has been 
developed by the increased blade loading near the case. At R/ 
R2 = 0.S2, this solid body vortex is moved from the blade pres
sure surface toward the center of the channel. Near the impeller 
outlet, the character of the secondary flow will be altered. At 
R/R2 = 0.91, the closed isoclines show a typical potential vortex 
with a second vortex of opposite sense at the hub/suction side 
region. At R/R2 = 1, the center of the potential vortex is moved 
back toward the blade pressure side. The noticeably low relative 
flow angles in the casing wall/suction side corner might indicate 
the leakage flow and a possible separation in the blade tip 
region, which might cause the backward movement of the 
vortex at the casing wall. 

The isobars clearly show the loss regions near the casing 
wall at R/R2 = 0.74. These correspond well to the separation 
at the casing wall and along the blade leading edge. At R/ 
R2 = Q.&2, a continuous wake zone can be observed along the 
casing wall, which is located nearer the blade pressure side 
than at R/R2 = 0.9l. At the outlet, this wake can be found, 
again, in the midregion of the casing wall. At R/R2 = 0.91, a 
second wake appears at the location of the second vortex in 
the suction side/hub corner and remains present up to the 
outlet. The relatively big negative values of the normalized 
reduced total pressures indicate considerable losses in the wake 
zones. 

The isotachs and the turbulence coefficient maps in the radial 
planes at Y= const show some additional features of the rel
ative flow; see Fig. 14. At 7=0.33, the expected deceleration 
of the relative flow can be seen on the blade pressure side. The 
inlet separation at the blade leading edge, caused by the neg
ative incidence in Fig. 5, is clearly indicated by the increased 
turbulence coefficients. At y=0.76, a second significant flow 
deceleration occurs at the blade suction side, near the outlet, 
as demonstrated by the low W/U2 and high Tu„, values of less 
than 0.5 and higher than 20 percent, respectively. The cross 
section is abruptly blocked by the wake in a large region. The 
volume of the stagnant fluid, which is considerably larger than 
can be supposed by measurements in the impeller outlet, will 
be gradually reduced downstream by the secondary vortex 
flow. 
• The position of the wake in the impeller passage can be seen 
in Fig. 15. The isotachs of the radial velocity components in 
three display sections (X= const in Fig. 12) are circumferen-
tially projected in the meridional plane. Using Figs. 7 and 13, 
the position of low-momentum fluid can be qualitatively ex
trapolated from the locations of the deceleration zones at the 
casing wall in the whole impeller channel. Driven by the passage 
vortex, the deceleration zone at the casing wall first extends 
in the meridional bend from the suction side toward the pres
sure side. In the middle of the passage it proceeds toward the 
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Fig. 13 Relative flow angle /3 and reduced stagnation pressure loss 
coefficient P,,r,B_0/(p/2 * t/|) in the four L2F measuring stations of R = const 
(Fig. 12), at optimum flow rate, calculated with the instantaneous wall 
pressure in Fig. 11 
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Fig. 14 Relative velocity WIU2, turbulence coefficient of the relative 
flow Tu„ (percent) at two constant spanwise locations in the u-r plane 

Fig. 15 Radial velocity (WrIU2) in the blade congruent sections pro
jected circumferentially into the meridional plane, for three different 
values of X= const (Fig. 12) 

Fig. 16 Difference vector plot at the impeller outlet, at optimum flow 
rate, measured by a single hot-wire slanted probe 

suction side, reaching the blade suction surface at about R/ 
R2 = 0.9. The streamwise velocity gradient will be increased in 
the downstream direction as well. This might be caused by the 
stagnation effect of the secondary flow on the blade suction 
side. 

Figures 13-15 qualitatively show the development of the 
secondary flow in the impeller channel. Quantification of the 
secondary flow can be accomplished at the impeller outlet by 
three-dimensional hot-wire measurements; see Fig. 16. In the 
present investigation, the secondary velocity vector is viewed 
by the projection of the vector difference W— Wm into the u-
z plane^AsJhe vector erx(W- Wm) is normal to the plane of 
er and W— Wm, it must be in the u-z plane. The vector product 
of °erx(W- Wm) with the unit vector normal to the^u-z plane 
er> Wp, is hence again in the plane of er, and W— Wm\ see Fig. 
16. Thus, the normal projection of the difference vector Wp 
onto the u-z plane can be expressed as 

Wp=\erx(W-Wm)]xer. (3) 
Although the secondary flow is not exactly expressed by this 

viewing technique, the slip factor will not be included, and the 
vortex structure of the fluid can be nearly recognized. 

The vector plot indicates the similar main secondary flow 
pattern, which can be deduced from the isoclines in Fig. 13 at 
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Fig. 17 Reduced stagnation pressure loss coefficient P,r2_i/(p/2*ty|), 
measured by an instantaneous Pitot probe, radial velocity referred tb 
the average value of the cross section Wr2IWr2j„ and relative flow angle 
i32, measured by a single hot-wire slanted probe, at optimum and in
creased flow rates close to the blade trailing edge 

R/R2 = 1.0, and corresponds well to the secondary flow in a 
backswept rotating bend found by Johnson (1978). Further, 
a rather suppressed boundary layer flow to the casing wall can 
be recognized at the blade suction side. The interpretation of 
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Fig. 18 Difference vector plot at the impeller outlet, at increased flow 
rate, measured by a single hot-wire slanted probe 

the difference vectors near the blade surface is rather difficult 
because the hot-wire measurement could only be carried out 
approximately 6 mm behind the impeller outlet area and, thus, 
the separating wake vortices downstream of the trailing edge 
are superimposed on the boundary layer secondary flow. So, 
the vectors downstream of the blade trailing edge might include 
the time-averaged projection of the Karman vortex street on 
the u-z plane as well. Because of the pressure gradients in the 
z direction, the Karman vortices represent a spirally developing 
flow. Their projection on the r-u plane would result in the 
well-known vortex street for two-dimensional flows behind a 
flush body. In this case, the two vortices behind the trailing 
edge in Fig. 16 should be considered as flow separations al-
ternatingly following each other. 

Secondary Flow and Loss Distribution at Increased Flow 
Rate. Based on the results of time-averaged measurements 
at varied flow rates at the blade inlet, a decreasing wake and 
a less distinct secondary flow can be expected at increased flow 
rates. The comparison of the isoclines, isotachs, and isobars 
of the reduced total pressure measured by a single slanted hot
wire and instantaneous Pitot probe behind the outlet cross 
section in the operating points of Q/Qopt = 1 and Q/Qopt =1.12 
support the same assumption; see Fig. 17. The isoclines show 
smaller flow angle differences at the higher flow rate than at 
the optimum flow rate. This indicates a more intensive mixing 
at the channel outlet. Considering the isotachs Wr2/ Wr2tin = 0.9 
as the edge of the wake, the wake takes up 30 percent at the 
optimum flow rate, and at the higher flow rate only about 15 
percent of the outlet cross section. In the isobar map, the region 
of losses more than 10 percent is smaller as well. Further, the 
isobars show that the losses are more uniformly distributed in 
the cross section. They cannot be considered to be concentrated 
in the wake while this assumption still seems to be allowable 
at the optimum flow rate. 

The changes in the secondary flow can be followed by the 
vector plots in Fig. 18. The boundary layer flow toward the 
casing wall can be clearly identified at the blade suction side, 
and the displacement of the vortex in the direction of rotation 
at the pressure side close to the hub can be seen as well. The 
potential vortex in the counterclockwise direction close to the 
casing wall is partly suppressed, and the vortex at the hub is 
intensified. The colliding vectors indicate this process in the 
casing wall/suction side corner. 

Flow in the Diffuser 
Figure 19 shows the distribution of the circumferentially 

averaged absolute velocity and flow angle in the spanwise di
rection at the diffuser inlet and outlet. 

At the diffuser inlet, close to the casing wall, small flow 
angles and high velocities can be seen, whereas large angles 
and moderate velocities are found at the hub side wall. Close 
to the diffuser outlet, the small flow angles can be found at 
the hub side wall, while the large flow angles are located at 
the casing wall. While the static pressure is approximately 
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Fig. 19 Velocities C2 and C3 and How angles «2 and a3 projected on 
the r-u plane, along the diffuser width at constant flow rates, at the 
diffuser inlet and outlet 

equalized in the measuring plane at D/D2= 1.65, the axial 
gradient of the stagnation pressure is directed to the casing 
wall. Compared with the diffuser inlet, it has the opposite 
sense. Similar results were published by Inoue and Cumpsty 
(1984), investigating a high-performance impeller (I-impeller) 
with an annular diffuser of parallel walls. 

Varying the flow rate, there are no significant changes in 
the tendency of velocity and stagnation pressure development 
in the diffuser. The curves in Fig. 19 show that, corresponding 
to the measurements of Inoue and Cumpsty (1984), reverse 
flow at the hub side wall can occur at decreased flow rates, 
while increasing the flow rate results in a slightly more uniform 
velocity distribution. 

Discussion of Results of Impeller Measurements: Com
parison With Results of I-Impellers 

Optimum Flow Rate. Comparing the inlet velocity distri
bution of the test impeller with experimental results of I-im-
pellers, some significant differences can be seen. As shown in 
Fig. 5, the investigated impeller has strongly varying incidence 
angles, while in I-impellers like the impeller of the Ghost-Jet-
Engine investigated by Johnson and Moore (1983a) or the high-
performance compressor impeller investigated by Hayami et 
al. (1985), the relative inlet flow angle matches the blade inlet 
angles. Inlet velocity measurements in other C-impellers like 
the NACA-48-inch impeller (Moore and Moore, 1988) or an 
industrial blower impeller of simple construction (Cau et al., 
1987) demonstrated a characteristic very similar to the test 
impeller. In both impellers, large incidence angles of alter
nating sense were found along the blade leading edge, resulting 
from the considerable inlet flow distortion, which might also 
influence the clockwise inlet vortex. 

Considering the velocity distributions in the channels of the 
Ghost and in those of the test impellers, further significant 
differences can be observed. The Ghost impeller, having a 
nondistorted inlet flow, shows a secondary flow corresponding 
to the rotation and meridional curvature of the channel in the 
whole passage. At the beginning of the passage, the wake is 
located at the corner casing wall/suction side. In the axial-to-
radial bend, centrifugal forces are increased in the orthogonal 

direction with respect to the Coriolis force in the tangential 
direction, and the Ro number is increased. Therefore, a sec
ondary flow from the hub to the casing wall is developed along 
the blade surface and the wake extends in this region along 
the casing wall. In the radial part of the channel, meridional 
streamline curvature and thus the Ro number are decreased. 
The secondary flow becomes less intensive, and the wake is, 
again, placed at the suction side. 

In the investigated C-impeller, a solid body vortex dominates 
the flow close to the" pressure side in the first half of the channel. 
Secondary flow resulting from the meridional curvature of the 
streamlines cannot be recognized. The wake is found at the 
middle of the casing wall; see Fig. 13. At about half of the 
passage length, at approximately R/R2 = 0.S, this solid body 
vortex will be suppressed by the high centrifugal force caused 
by the beginning slip and the consequent rapid change of the 
flow angle. In the outlet part of the channel, beginning at 
about R/R2 = 0.SS, the potential character of the passage vor
tex indicates that the secondary flow might be determined 
rather by the impeller rotation and the tangential curvature of 
the passage than by the inlet vortices. In this region, because 
of the slip, the streamline curvature is practically zero, and 
the Ro number is very low. So, the wake is placed closer to 
the blade suction side. Caused by the increasing slip and block
age effect of the flow separation at the blade suction side at 
the outlet, velocity and Ro number will be increased, and the 
wake extends again at the casing wall when leaving the flow 
channel. Thus the location of the wake in the impeller passage 
is opposite to that of the Ghost impeller. 

Considering the flow angles in the wake at the outlet in I-
impellers with radial ending blades, the flow direction in the 
wake is about that of the blade in the whole passage (Eckardt, 
1975; Johnson and Moore, 1983a). In the test impeller, blade-
congruent relative flow could only be found up to R/R2 = 0.91. 
In the outlet region, wake flow angles become rapidly smaller. 
Similarly, very small relative flow angles were found in an I-
impeller of a turbocharger with backward swept blades in the 
outlet region (Rohne and Baumann, 1988) and in a C-impeller 
with backswept logarithmic blades (Hamkins and Flack, 1987). 
The different outlet flow angles might be explained by the 
acceleration of the fluid and the increased Ro number in im
pellers of backswept vanes close to the outlet. 

Consequently, smaller blade angles close to the casing wall 
would result in higher velocities, hence in further increase of 
the Ro number in the test impeller. Similar to the effect of 
increased flow rates, the wake would be located closer to the 
pressure side and a more uniform velocity distribution may be 
expected. 

Increased Flow Rate. At I-Impellers, the wake extends 
closer to the casing wall than at optimum flow rate (Johnson 
and Moore, 1983b; Inoue and Cumpsty, 1984). When the rel
ative velocity is increased, the centrifugal force will rise more 
rapidly than the Coriolis force. Consequently, the Ro number 
becomes greater, and wake displacement to the casing wall will 
be supported. At the test impeller, for the same reason, the 
wake is pressed to the casing wall and the vortices along the 
casing wall are located closer to the pressure side than at op
timum flow rate; see Fig. 17. Further, a more developed sec
ondary flow to the casing wall along the suction side can be 
seen in Fig. 18, which will be practically suppressed at optimum 
flow rate; see Fig. 16. 

Summary 

Based on instantaneous flow measurements, the following 
flow characteristics were observed in the present compressor 
with untwisted, backswept vanes: 

(a) Because of the great curvature in the axial-to-radial 
bend, flow separation occurred at the casing wall, causing 
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nonuniform incidence along the blade leading edge. This in
duced a tangential static pressure gradient, which reduced blade 
deloading by the inviscid passage vortex near the casing wall. 
Furthermore, asymmetric distribution of the incidence angles 
along the blade leading edge generated an initial whirl. 

(£>) In the impeller channel, the wake extended from the 
casing wall toward the suction side. Therefore, it bypassed the 
radial pressure gradient, and separation was avoided until the 
blade surface was reached. The flow separation was clearly 
indicated by the rapidly increasing turbulence at the blade 
suction side. 

(c) In the annular diffuser, the wake was found at the 
casing wall at the inlet and close to the hub side wall at the 
outlet. 

(d) With the inlet vortex, nonuniform incidence angles and 
the twofold curvature of the flow channels in the meridional 
and tangential direction, there are four factors to be considered 
when modeling the passage flow. The inlet vortex and, sub
sequently, the solid body passage vortex dominate the flow in 
the first half of the channel. In the outlet region of the impeller 
channel, the passage curvature seems to determine the sec
ondary flow. 

Recommendations 
The time-averaged and instantaneous flow measurements 

qualitatively describe the impeller flow characteristics. To 
quantify the effects summarized above, further experiments 
should be made. 

The impeller losses induced by the uniform incidence angles 
and the relatively thick blade leading edge might be diminished 
by improving the shape of the blade leading edge and by twist
ing the blades. Smaller blade angles at the casing would reduce 
or eliminate separation at the leading edge, and the resulting 
reduction in low-momentum fluid along the suction surface 
would help to avoid separation on that surface near the outlet. 
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Centrifugal Compressor Inlet Guide 
Vanes for Increased Surge Margin 
This paper describes the results of compressor rig testing with a moderately high 
specific speed, high inducer Mach number, single-stage centrifugal compressor, with 
a vaned diffuser, and adjustable inlet guide vanes (IGVs). The results showed that 
the high-speed surge margin was considerably extended by the regulation of the 
IG Vs, even though the vaned diffuser was apparently operating stalled. Simplified 
one-dimensional analysis of the impeller and diffuser performances indicated that 
at inducer tip Mach numbers approaching and exceeding unity, the high-speed surge 
line was triggered by inducer stall. Also, IGV regulation increased impeller stability. 
This permitted the diffuser to operate stalled, providing the net compression system 
stability remained on a negative slope. 

Introduction 

Flow ranges for a single-stage centrifugal compressor are 
dictated by the stalling characteristics of the impeller and the 
diffuser. These are intrinsically controlled by the diffusion 
capability or attainable static pressure rise of the blade and 
vane rows. Both vaned and vaneless diffuser systems are used 
for centrifugal compressors. However, the requirement for 
maximum efficiency at high Mach numbers makes the use of 
vaned diffuser systems almost mandatory. The impeller and 
diffuser must be matched adjacent to their peak efficiency 
flow conditions. 

The stationary vaned diffuser tends to be the flow-control
ling component. Its overall Mach number level and inlet block
age are higher than those of the inducer, which operates with 
a large radial variation of Mach numbers from hub to shroud. 
The diffuser must also accept an already diffused flow from 
the impeller. This results in nonuniform entrance conditions, 
which further aggravate its stalling sensitivity. These conditions 
curtail the compressor operating range. As a result, stationary 
diffusers for centrifugal compressors have received consider
able attention. Attainment of a large flow range requires that 
the impeller and the diffuser be capable of extended operation 
into their stalled or positive incidence regions to a flow where 
static pressure rise plateaus and compressor surge are even
tually triggered. Stage surge is believed to stem from operation 
on the unstable (positive slope) portion of the overall com
pressor characteristic. This occurs when static pressure ratio 
increases with increasing flow. One effective method of in
creasing compressor operating range is to provide sufficient 
impeller stability. This allows the downstream diffuser to op
erate slightly into its positive incidence zone, even though the 
diffuser static pressure recovery versus flow characteristic ex
hibits a positive slope. 

Previous studies by the author on centrifugal impeller dif-
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35th International Gas Turbine and Aeroengine Congress and Exposition, Brus
sels, Belgium, June 11-14, 1990. Manuscript received by the International Gas 
Turbine Institute January 27, 1990. Paper No. 90-GT-158. 

fusion limitations were presented in [1]. These pertained to 
analysis of a single, experimental, high Mach number centrif
ugal, backswept impeller of near-optimum configuration. Test 
results on this particular impeller indicated-stall whenever the 
velocity diffusion ratio Wlms/W2 (based on mixed impeller 
exit condition) exceeded 1.6. It was, therefore, suggested that 
such a simple limiting velocity ratio could be used as an initial 
design guideline to indicate impeller stalling proximity. 

A similar condition of the stalling conditions of centrifugal 
compressor channel-type diffusers was correlated for several 
stages, covering a wide specific speed range. For any given 
stage, it was determined that stage surge (when triggered by 
diffuser stall) occurred near a constant mean stream velocity 
diffusion ratio between the impeller tip and diffuser throat. 
This diffusion ratio attained a maximum value of 1.8 for im
peller tip Mach numbers less than unity. It was not unique for 
all stages, being more intimately coupled with throat blockage 
accumulation. This was a function of diffusion rate. This was 
identified by testing some vaned diffusers beyond the stall limit. 
In these instances, rapid blockage accumulation precipitated 
an immediate decrease in channel diffuser and system static 
pressure recovery. 

Since the publication of [1, 2], the author has conducted 
additional centrifugal compressor research and development. 
These studies relate to the stalling characteristics of high spe
cific speed, high Mach number, single-stage centrifugal com
pressors. The incentive for this subsequent research has been 
the requirement to increase the power density of small gas 
turbine auxiliary power units (APUs) and turbojets. This was 
achieved by increasing the airflow/frontal area. 

As a consequence of these incentives, advanced high specific 
high Mach number compressor inducer components are work
ing at inducer tip relative Mach numbers above 1.4. These 
inducers exhibit airflow swallowing capabilities similar to ad
vanced turbofan axial compressor stages. In achieving these 
goals, it is highly desirable to maintain the major attributes 
of the centrifugal compressor. These include low cost, work
able operating ranges, and if possible, fixed geometry. This 
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Table 1 Test compressor geometric features
Inducer Tip Diameter mm (in) 108.5 (4.27)
Impeller Tip Diameter mm (in) 165 (6.50)
No. of Impeller Blades 16
Impeller Tip Width mm (in) 9.4 (0.37)
Impeller Tip Backsweep deg 40
Vaneless Space Diameter Ratio % 12
No. of Diffuser Vanes 17
Diffuser Exit Diameter mm (in) 262 (10.3)

Apparatus and Procedures
The test turbodrive rig is shown in Fig. 4. It was essentially

Fig. 2 Test impeller and diffuser

Initial tests were conducted with this compressor and an
axial inlet. These tests showed that with a cold shroud clearance
of 0.23 mm (0.009 in.), it was possible to achieve the design
performance level with an inducer tip thickness of 0.043 mm
(0.017 in.). Subsequent to initial mapping, it was decided to
investigate the influence of lOY regulation on the compressor
performance. A set of 13 uncambered axial IOYs were man
ufactured for installation into the flowpath as illustrated in
Fig. 3.64,643
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Fig. 1 Efficiency versus specific speed
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does result in some acceptable compromise in peak efficiency
inherent with higher specific speed geometries, as indicated in
Fig.!.

The objective of this paper is to present test results for a
high specific speed, high Mach number, single-stage backswept
centrifugal compressor with an impeller tip diameter of 165
mm (6.5 in.). Operating parameters include stage pressure ra
tios up to 5.5, with maximum airflow capacity Q/Qcrit equal
to 0.87, of the choked inducer annulus flow. Testing of this
impeller was conducted with and without axial inlet adjustable
inlet guide vanes (lOYs). Testing results demonstrated that
operating range increased with the use of lOY regulation.

Compressor Design Features
The test compressor was one of several recently designed

and tested for application in small high-speed gas turbine APUs.
The major geometric details are listed in Table 1. Figure 2
shows the test impeller with eight long and eight alternate
splitter blades. These blades have a tip backsweep angle of 40
deg. The compressor was originally designed for the following
performance on air, at sea level, standard 288 K (59 R) con
ditions:

Compressor design point
Rotational speed, rpm
Pressure ratio
Airflow, pps
Specific speed
Adiabatic efficiency (total-static), percent
Inlet prewhirl, deg

Nomenclature ------ _

A
C.F.S.

D
Had

lOY
P
M

Mu
Ns
Q
q
R

rms
T
U

area
volume flow
diameter
adiabatic head
inlet guide vane
total pressure
Mach number
U2/(g"{RTd o.5 = DeLaval number
N(C.F.S.)o.5(Had )-o.75 = specific speed
flow function = W."fi/AP
impeller work factor = t::J//ui
gas constant
root mean square
total temperature
impeller tip speed

W flow, relative velocity
a air angle (relative to axial)
"{ specific heat ratio
Ll difference
e prewhirl angle (relative to axial)

Subscripts

1 impeller
2 impeller tip
3 diffuser throat
c compressor, critical

E diffuser exit
t tip

w relative
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Fig. 3 Test compressor flowpaih 

a commercially available turbocharger, modified to accept the 
test impeller together with its axial inlet and diffuser. For test 
expediency, the turbocharger type discharge volute was in
stalled. This was used instead of the typical 90-deg bend and 
annular deswirl cascade of the actual engine application. Com
parative calibration of both discharge systems had been pre
viously conducted. They permitted translation of the test rig 
data to engine compressor exit (static) pressure reference con
ditions. The inlet shroud was coated with an abradable alu
minum epoxy material to permit nondestructive testing at the 
close operational clearances. 

Warm air for the turbine drive was provided by plant com
pressed air. The compressor inlet-air system comprised a 115 
mm (4.5 in.) ASME venturi dumping into a 25.4-cm (10-in.) 
duct. This was subsequently attached to the vaned IGV inlet. 

A restrictor place was installed at the dump section for 
subatmospheric throttling of the compressor inlet. This was a 
means of matching turbine drive output power to compressor 

Table 2 List of instrumentation 
Static Total 

Station Temperature Pressure Pressure 
Inlet Venturi 1 3 1 
Inducer Eye 3 2 3 
Impeller Shroud — 11 — 
Impeller Tip — 5 — 
Diffuser Throat — 2 — 
Scroll Exit 4 3 3 

power requirements. At the maximum test speed, the inlet was 
throttled to approximately 0.75 bar. 

The compressor performance was mapped by setting a pre
determined corrected speed and gradually increasing the back 
pressure to determine the stable operating range. Several data 
points evenly spaced between choke and audible surge were 
obtained for each speed line. Discharge ducting volume from 
the impeller tip to the back pressure throttling valve was ap
proximately 40 times the enclosed volume of the impeller. 

Instrumentation and Data Reduction 
The compressor instrumentation shown in Table 2 was used 

to define the impeller performance. Thirteen static pressure 
taps were equally spaced along the outer stationary shroud of 
the impeller. These extended from the inducer inlet to the 
impeller exit. Due to the small impeller tip width, tip instru
mentation was confined to five static pressures. These were 
equally spaced around a circumferential cavity at the impeller 
tip. Copper-constantan thermocouples were used for meas
urement for the compressor inlet and discharge temperatures. 
At 100 percent design speed, the typical scatter in inlet and 
exit discharge temperatures was on the order of ± 1.0°F. 

Test measurements used in the calculation of one-dimen
sional impeller performance were inlet total pressure and tem
perature, average tip static pressure, scroll exit total 
temperature, and airflow. Flow continuity, impeller geometry 
(with 10 percent flow blockage allowance at the impeller tip), 
and temperature rise were used together with a Wiesner slip 
factor of 0.875, and a specific heat ratio of 1.395 to calculate 
vector conditions at the impeller inlet and exit. 

The diffuser static pressure recovery and diffusion ratio 
between the impeller tip and diffuser throat were calculated 
on a one-dimensional basis. These calculations used the pre
scribed impeller tip conditions and the measured diffuser throat 
static pressure. 

Compressor speed was indirectly measured from a casing-
mounted vibration pickup. This pickup used a frequency ana
lyzer to track the first-order resonance. Speed variation when 
mapping along a constant speed line was on the order of ±0.1 
percent. This was essentially a consequence of a very stable 
air supply system, and fine control of the compressor back
pressure. 

Compressor Test Performances 
The overall performance of the test compressor without the 

IGVs installed is presented in Fig. 5. Total-to-static pressure 
ratio (referenced to engine conditions), and corresponding adi-
abatic efficiency, are shown. These are presented versus flow 
function ratio Q/Qait, with the DeLaval number as a param
eter. At the design pressure ratio of 4.85 and corrected flow 
of 3.15 pps, the overall efficiency was 77 percent with a surge 
margin of 12 percent. At the maximum test DeLaval number 
of 1.73, peak pressure ratio was 5.6, with a corresponding 
efficiency of 76 percent. Maximum flow function ratio at this 
tip speed was 0.87, as limited by inducer choking. Compressor 
peak efficiency, with the particular diffuser match, was 79.6 
percent at a pressure ratio of 4.05. 
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Fig. <I Compressor test rig
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Fig.6 Compressor test performance map; 0, = 27,20,14 deg

The small working flow range at the highest test tip speed
was thought to be controlled by both inducer choke and stall.
Since it was desirable to maintain the maximum flow through-

Journal of Turbomachinery

Fig. 7 Effect of prewhirl on surge lines

put, the use of the laYs was recommended as a possible so
lution to increasing the flow range.

The laYs were subsequently installed, and three test maps
(Figs. 6, 7, and 8), were obtained at the following conditions:

DeLaval number Mu 1.56 1.64 1.73
OJ prewhirl angle, deg 14 20 27

Examination of the effect of increasing prewhirl shows con
siderable displacement of the surge line toward lower flows
with increasing tip speeds. Although not shown, spot tests at
lower DeLaval numbers of 1.31 and 0.98 showed no significant
change relative to the zero degree prewhirl surge line. The
overall effect of prewhirl on the compressor surge line is in
dicated by Fig. 7. There the working range at a pressure ratio
of 5.5 is 27 percent from surge at OJ = 27 deg, to near choke
at OJ = 0 deg.

Note: Some additional testing was conducted with a negative
prewhirl setting of - 14.0 deg, which showed a reduction in
efficiency of 5 percent points at all speeds.

Previous testing used laYs on a lower specific speed 5.5: 1
pressure ratio [1] compressor. This showed a significant dis
placement of the surge line with lOY regulation using a vaneless
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Fig. 9 Work factor versus inlet air angle 

diffuser. However, there was essentially no surge line displace
ment when a vaned diffuser was installed. These results are 
generally supported by the open literature. They classically 
follow the trends of diffuse dominant surge characteristics for 
centrifugal compressors with subsonic inlet conditions. 

The large increase in flow range with this particular high 
specific speed test compressor, which had a vaned diffuser, 
conflicted with past (lower inlet Mach number) compressor 
performance trends. This prompted an examination of the 
individual component matching to corroborate the supposition 
that the inducer could be the critical flow controlling com
ponent. 

Component Matching Analysis 
Prior to conducting a matching analysis of the impeller and 

diffuser characteristics, a normalized stage performance char
acteristic was prepared for the impeller. This is shown in Fig. 
8, where work factor q, impeller efficiency, and disk function 
plus recirculation losses are plotted, versus inlet relative air 
angle (ajrms) for the zero prewhirl condition. As mentioned 
previously, the impeller tip vector conditions were computed 
using the Wiesner slip factor of 0.875 for 16 blades with 40 
deg backsweep. Excess enthalpy was contributed to disk fric
tion and recirculation losses. These losses are shown to increase 
from zero at choke conditions to 4 percent at the lowest test 
tip speed and flow coefficient. 

Since an exit traverse of the IGVs was not conducted, it was 
necessary to calculate the prewhirl angle based upon the IGV 

1.0 1.2 1.4 1.6 

Fig. 10 Stall parameters at surge 

1.8 

Fig. 11 Inducer tip incidences at surge 

metal angle setting and conservation of angular momentum. 
The calculated prewhirl angles were 14, 20, and 27 deg, re
spectively. They were used to compute the comparative work 
coefficient q versus inlet flow angle shown in Fig. 9. This figure 
exhibits satisfactory data consistency at Mu = 1.56 for all 
inlet conditions. 

A prognosis of which element may be precipitating surge 
can be obtained by examination of the variation of impeller 
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and diffuser incidences and/or loading parameters along the 
surge line, as a function of tip speed. Accordingly, impeller 
inlet (relative) and exit (absolute) air angles, work coefficient 
and diffusion ratio, together with diffuser diffusion ratio for 
all surge points are plotted versus DeLaval number in Fig. 10. 
These data reveal the following: 

8 A near-constant impeller diffusion ration Wx/W2, at zero 
prewhirl of approximately 1.6, with slightly lower diffusion 
ratios at increasing prewhril settings. 

8 A near-unique diffuser ratio W2/Wi of approximately 1.6, 
and diffuser inlet angle at zero prewhirl, with much higher 
diffusion ratios and higher inlet air angles with increasing 
prewhirl settings. 

• A near-constant relationship of work factor q( = 0.7) for 
all IGV settings at the higher DeLaval numbers. 

It was deduced from these trends and [1,2] that, at zero 
prewhirl conditions, compressor surge was probably triggered 
by the diffuser. This was indeed confirmed by a subsequent 
test, with the diffuser throat area increased 34 percent. This 
resulted in lateral displacement of the surge line as indicated 
in Fig. 7. 

The large displacement of the high-speed surface line with 
IGV position appeared due to either reduction in inducer in
cidence with IGV regulation, and/or reduction in impeller 
loading (work factor q or diffusion ratio Wi/W2). 

Detailed examination of the impeller shroud static pressure 
distribution for the zero prewhirl test indicated a peak inducer 
static pressure just downstream of throat, followed by a slight 
reduction and eventual large increase after the bend. The flow 
corresponding to this weak inducer static pressure is plotted 
in Fig. 5. The figure shows flow correspondence with the high
speed surge line slope, and kink or break, when the diffuser 
takes over surge control. Of equal significance is that the locus 
of maximum inducer static pressure also corresponds to a line 
of constant work factor q = 0.7. Subsequent examination of 
the IGV test cases indicated that surge was coincident with 
maximum inducer static pressure rise. These observations are 
corroborated by the excellent work of Senoo [3-5]. He studied 
the surge characteristics of a supersonic centrifugal compressor 
with a vaned IGV and a vaneless diffuser. Senoo showed that 
at inducer tip relative Mach numbers approaching greater than 
unity, inducer stall precipitated compressor surge. He dis
proved impeller inlet to exit diffusion ratio as the precipitating 
factor. This was postulated to occur as a consequence of shock 
wave separation of the inducer suction surface boundary with 
consequent increase of the impeller tip blockage. 

Inducer tip incidences at surge are shown versus inducer tip 
relative Mach number in Fig. 11. These findings compare fa
vorably with the one-dimensional results of Senoo. 

The surging characteristics of compressors are governed not 
only by individual component stalling characteristics, but also 
by the combined manner in which these components influence 
the net compression system stability. Yoshinaka [6] concluded 
that surge of a typical centrifugal compressor occurred only 
when both components (inducer and diffuser) are operating 
at or beyond stall. Surge is typically synonymous with the 
inflection of overall system static pressure rise with flow. A 
highly stable, negative slope, rotor characteristic, just coming 
off choke, can stabilize a downstream diffuser to operate on 
its stalled (positive slope) characteristic. This is clearly sup
ported by these results. 

Conclusions 
Compressor rig testing was conducted on a moderately high 

specific speed, high inducer Mach number, single-stage cen
trifugal compressor with a vaned diffuser and adjustable inlet 
guide vanes. Testing showed that the high-speed surge margin 
was considerably extended by the regulation of the IGVs. This 

occurred even though the vaned diffuser was apparently op
erating stalled. These results conflict with some other lower 
Mach number compressors where the vaned diffuser would 
dominate surge and IGV regulation was similar to the effect 
of changing speed, without a significant shift in surge line. 

One-dimensional component performances with the test 
compressor at all IGV settings were observed. They indicated 
that at inducer tip relative Mach numbers greater than ap
proximately unity, the surge line corresponded to the expected 
position of inducer stall. These performances also demon
strated that the high stability of the impeller at flows greater 
than inducer stall (i.e., moving toward inducer choke) per
mitted the diffuser to operate further into stall as IGV closure 
was increased. 

It was observed that the high-speed surge line, as triggered 
by inducer stall, also corresponds to a nearly unique constant 
value of the impeller work coefficient "q." It is postulated 
that this corresponds to the maximum static pressure recovery 
of the impeller, working as a diffuser. It also suggests that 
further increases in work factor (as exhibited at lower speed) 
are associated with flow recirculation and disk windage effects 
with increased tip blockage. 

It is difficult to achieve practical working flow ranges for 
high specific speed and/or high pressure ratio single-stage cen
trifugal compressors. To do this efficiently requires some form 
of variable geometry and/or bleed takeoff in the flow path. 
The most palatable options for the system designer, in order 
of preference, are: 

8 (First) Bleed 
• (Second) Inlet guide vanes 
8 (Third) Variable diffuser vanes 

Increasing displacements of surge line require increasing large 
amounts of bleed, and/or vane modulation. Therefore, a 
tradeoff is necessary to assess net system weight and cost for 
each option. 

The work reported herein stems from the generic technology 
advancement of a series of small, high specific speed, high 
Mach number, centrifugal compressors. This was coupled with 
competitive demands to apply the technology immediately to 
small high power density gas turbines. Development time and 
effort are of utmost importance in imposing limitations upon 
test scoping and instrumentation. In retrospect, the use of 
inducer shroud-mounted, high-frequency transducers and/or 
LDV optical surveys could have more precisely pinpointed the 
outset of inducer stalling. The further possibility of utilizing 
sensitive thermocouples close to the inducer tip might serve as 
a method for detecting stall and flow recirculation. Notwith
standing, the simplified one-dimensional component perform
ance analysis adopted was successful. It provided a high degree 
of confidence that inducer incidence (or diffusion) control 
through the use of vaned IGVs can provide significant per
formance improvements for this type of centrifugal compressor 
stage. 

Note 
The following units were used in evaluation of the com

pressor performance. Equivalent metric conversions are noted. 

Item English Metric conversion 

TVs rpm 1 rpm (M2/S)0-5"0-75 

(cfs)°-5//-d
075 =0.412 X Ns 

C; U; W fps 1 m/s = 3.281 fps 
D; in. 1 cm = 0.3937 in. 
a l ; 72 deg Y1 y2 deg deg 
P\p psia 1 kg/m2 = 1.422 x 103 psia 
T deg R degK = deg R/1.8 

Journal of Turbomachinery OCTOBER 1991, Vol. 113 / 701 

Downloaded 01 Jun 2010 to 171.66.16.65. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Acknowledgments 
The author wishes to acknowledge Sundstrand Power Sys

tems for permission to publish this paper and the efforts of 
his colleagues, in particular, A. C. Jones, R. Thompson, and 
V. Mason, involved in compression systems. 

References 
1 Rodgers, C , "Impeller Stalling as Influenced by Diffusion Limitations," 

ASME Journal of Fluids Engineering, Vol. 99, 1977, pp. 84-97. 

2 Rodgers, C , "The Performance of Centrifugal Compressor Channel Dif-
fusers," ASME Paper No. 82-GT-10, 1982. 

3 Senoo, Y., et al., "Pressure at Shroud and Flow in a Supersonic Centrifugal 
Impeller," GTSJ Paper No. 42, 1977. 

4 Senoo, Y., et al., "Experimental Study on Flow in a Supersonic Centrifugal 
Impeller," ASME Paper No. 78-GT-2, 1978. 

5 Hayami.H., Senoo, Y., and Ueki, H., "Flow in the Inducer of a Centrifugal 
Compressor Measured With a Laser Velocimeter," ASME Journal of Engi
neering for Gas Turbines and Power, Vol. 107, 1985, pp. 534-540. 

6 Yoshinaka, T., "Surge Responsibility and Range Characteristics of Cen
trifugal Compressors," presented at the Second International Gas Turbine Con
ference, Tokyo, Japan,-1977. 

702 / Vol. 113, OCTOBER 1991 Transactions of the ASME 
Downloaded 01 Jun 2010 to 171.66.16.65. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



K. Kaneko 

T. Setoguchi 

Department of Mechanical Engineering, 
Saga University, 

Saga, Japan 

M. Inoue 
Department of Mechanical Engineering, 

Power Division, 
Kyushu University, 

Fukuoka, Japan 

Passive Control of Unstable 
Characteristics of a High Specific 
Speed Diagonal-Flow Fan by an 
Annular Wing 
Passive Control of the unstable characteristics of a high specific speed diagonal-
floyv fan has been proposed. It is possible to eliminate the unstable characteristics 
of the pressure-flow rate curve in a low-flow region without deterioration of per
formance at design point. The control action is done naturally {passively) without 
any energy input. The inlet nozzle of an ordinary diagonal-flow fan was replaced 
by an annular wing with a Gottingen 625 airfoil section. The mechanism of the 
passive control and the optimum geometric parameter are discussed on the basis of 
performance tests and internal flow measurements. 

Introduction 
A diagonal-flow airfoil fan has the merits of both an axial 

fan and a radial fan, that is, relatively high efficiency, low 
noise level, and wide operating range. Recently, with the advent 
of reliable aerodynamic design methods on the basis of the 
quasi-three-dimensional flow analysis and various numerical 
techniques, a diagonal-flow fan becomes applicable for wider 
ranges of specific speed than ever. However, as the specific 
speed increases, the pressure-flow rate curve of a diagonal-
flow fan tends to indicate an unstable characteristic, i.e., a 
positive gradient, in a low-flow region similar to an axial flow 
fan. It is desirable to eliminate or moderate the unstable char
acteristics especially in the case of a high-capacity fan. 

Some of the authors formerly clarified the relationship be
tween the unstable characteristics and blading parameters, such 
as aspect ratio, solidity (Kaneko et al., 1986), and design angle 
of attack (Kaneko et al., 1988). According to these investi
gations, it was possible to moderate the unstable characteristics 
in the low-flow region by suitable choice of blade element. 
However, the positive gradient could not be eliminated in the 
case of a high specific speed diagonal-flow fan. 

In the case of an axial flow fan, some devices such as blade 
separator, air separator, and various kinds of casing treatments 
were proposed and tested in order to improve the unstable 
characteristics in a low flow region (Aziminan et al., 1987; 
Bard, 1987; Miyake et al., 1987; Tanaka and Tsukuda, 1977). 
Among these techniques, the air-separator equipment led to 
the noticeable effects of preventing rotating stall and stabilizing 
the unstable characteristics. 

In the case of a centrifugal pump, a backflow recirculator 
(Sloteman et al., 1984) and a guide vane system (Breugelmans 

Contributed by the International Gas Turbine Institute and presented at the 
35th International Gas Turbine and Aeroengine Congress and Exposition, Brus
sels, Belgium, June 11-14, 1990. Manuscript received by the International Gas 
Turbine Institute January 18, 1990. Paper No. 90-GT-159. 

and Sen, 1982) were proposed to stabilize the pump operation 
at partial flow rates. 

Recently, the authors tried to apply an air separator to the 
high specific speed diagonal-flow fan to investigate its effec
tiveness. Figure 1 (a) shows the performance characteristics of 
the fan with the air separator in comparison with the cases of 
normal casing and an axial fan with the same specific speed 
as the diagonal-flow fan. The pressure-flow characteristics of 
the axial fan indicates a steep positive gradient in a low-flow 
range, where operation becomes unstable. In the case of the 
diagonal-flow fan, the positive gradient becomes more mod
erate. On the other hand, it changes from positive to negative 
by equipping the air separator. 

The main action of the air separator is to separate and 
remove the circulating reverse flow at the tip region that causes 
unstable characteristics at a low flow rate. The low-momentum 
air flow at the tip region is exhausted through the gap into the 
air-separator passage that leads to the inlet duct of the fan as 
shown in Fig. 1(b). 

Although the air separator operates very effectively at low 
flow rate, the pressure rise and efficiency decrease noticeably 
at a high flow region. This resulted from the fact that the air 
drawn into the rotor through the air-separator gap disturbs 
the main flow seriously when flow rate is high. In such a device 
improving the unstable characteristics in the low flow region, 
it is important that there be no negative effect at the design 
point. 

In this paper, proposed is a passive control of the unstable 
characteristics of a high specific speed diagonal-flow fan by 
the use of an annular wing. The annular wing overcomes the 
weak point of the air separator described above and leads to 
no deterioration of fan performance at the design point. The 
effectiveness and mechanism of the passive control as well as 
the optimum geometry of the annular wing are discussed on 
the basis of the detailed internal flow measurements. 
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(a) Fan performance characteristics 
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(b) Schematic flow pattern at low flow rate 
Fig. 1 Improvement of unstable characteristics of diagonal-flow fan by 
air separator 

Experimental Apparatus and Procedure 

Outline of Blade Element Design. The schematic view of 
the tested fans is shown in Fig. 2, and its specifications are 
listed in Table 1. The specific speed is 1620 (rpm, mVmin, m), 
which is a common value for an axial-flow fan. The reason 
for giving such a high specific speed is to compare the per
formance characteristics with those of an axial flow fan. 

The rotor was designed by the use of a quasi-three-dimen-

Fig. 2 Diagonal-flow fan with annular wing 

Fig. 3 Design meridional streamlines 

Table 1 Specification of diagonal-flow fan 
Total pressure 
coefficient 

Flow coefficient 
Specific speed 
Angle of casing 
Angle of hub 
Hub ratio 

(at stator) 

iiD = 0.25 

<t>D = 0.345 
ns = 1620 (rpm, mVmin, 
25deg 
40deg 
0.6 

m) 

sional design method with the cascade data. In particular, the 
method of streamline curvature is used to calculate the me
ridional streamlines for the specified conditions at the inlet 
and outlet of the rotor and outlet of the stator. The design 
meridional streamlines are shown in Fig. 3. 

The stream surface, which is obtained by rotating the mer
idional streamline about axis, is transformed into a two-di
mensional plane. The blade elements are selected on this plane 
on the basis of two-dimensional cascade data (Ikui et al., 1974) 
of NACA 65-series compressor blade. Then, the blade camber 
is corrected theoretically, taking account of stream surface 
inclination and axial velocity change (Inoue et al., 1980). The 

Nomenclature 

Ci - camber of NACA 65-series air
foil (corrected value) 

C/,0 = camber of NACA 65-series air
foil (reference value) 

D = inner diameter of duct at 
stator, m 

G = gap between trailing edge of 
annular wing and leading edge 
of rotor, mm 

n - rotational speed, rpm 
ns - specific speed 
Pi = total pressure, Pa 
Q = flow rate, mVmin 

Ag = flow rate exhausted through 
annular passage, mVmin 

r 
T 

u* 

V,n 
Ve 
0 
7 

n 

e 
X 
p 

= radius, m 
= torque, N«m 
= reference circumferential veloc

ity of rotor defined by u* = 
uD/2, m/s 

= meridional velocity, m/s 
= swirl velocity, m/s 
= relative flow angle, deg 
= stagger angle, deg 
= fan efficiency (total to total) 

defined by 17 = \J/'4>/T 
- inclination of meridional 

streamline, deg 
= hub ratio at stator 
= density of air, kg/m3 

a 
T 

0 

* 

CO 

= solidity 
= torque coefficient defined by 

= 4«77{15p JD
2(l-X>*3) 

= flow coefficient defined by <t> 
= g /{157rD 2 ( l -XV'} 

= total pressure coefficient de
fined by yj/ = jD,/(0.5 pu*2) 

= angular velocity 

Subscripts 
1 
2 
h 
t 

= inlet 
= outlet 
= hub 
= tip 
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Table 2 Specifications of rotor and stator 

Blade section 
Number of blades 
Mean solidity 
Mean aspect ratio 
Mean chord length 
Vortex pattern 

Rotor 
NACA 65 
6 
0.80 
0.84 
111 mm 
Free vortex 

Stator 
Circular-arc 
11 
1.30 
0.67 
113 mm 
Free vortex 

Table 3 Rotor blading parameters 

/32 deg 7 deg 0deg 
1 
3 
5 
7 
9 
1 

47.3 
55.8 
60.4 
63.4 
66.4 
68.5 

15.2 
38.1 
49.0 
55.5 
60.3 
63.8 

27.7 
44.3 
52.5 
57.1 
61.0 
64.0 

1.10 
0.91 
0.83 
0.78 
0.74 
0.71 

1.76 
1.28 
0.94 
0.74 
0.59 
0.49 

0.23 
0.46 
0.35 
0.21 
0.10 
0.02 

40.0 
29.0 
24.6 
23.6 
23.9 
25.0 

iteration procedure was done to adjust solidity and aspect ratio 
to the specified values shown in Table 2. The selection of the 
stator blade element was carried out using the two-dimensional 
cascade data of circular-arc blade (Ikui et al., 1974). No cor
rection was done for the stator blade, since it operates under 
axial flow conditions. 

The selected rotor blading parameters are listed in Table 3, 
where fii, /?2, y, a, and cL0 denote the reference values for the 
two-dimensional plane, and CL is the corrected value. The 
outlines of the rotor and stator are shown in Fig. 4. 

Design of Annular Wing. The inlet nozzle of a normal 
diagonal-flow fan was replaced by an annular wing with Got-
tingen 625 section as shown in Fig. 2. The geometry of the 
annular wing is simpler than the air separator shown in Fig. 
1. 

The chord length of the annular wing is 130 mm and the 
thickness ratio is 0.2. These values were selected so that the 
suction surface of the Gottingen profile almost fitted the inner 
surface of the inlet nozzle. 

It is important to give an optimum gap between the trailing 
edge of the annular wing and the leading edge of the rotor tip. 
In this experiment, the effect of G on the performance was 
examined, varying G from 0.5 mm to 40 mm. In the cases of 
small gaps, the annular wing was shifted in the axial direction. 
In the cases of large gaps (G > 20), the trailing edge of the 
annular wing was cut off so as to get the specified gaps. 

Besides the value of the gap, the dimension of the rotor tip 
opening and the shape of the end piece are important, because 
they control the flow in the tip region. One third of the me
ridional chord length of the rotor tip is open to the annular 
passage, as shown in Fig. 2. This is determined with reference 
to the case of the air-separator for an axial fan (Miyake et al., 
1987). The inner surface of the casing end piece was finished 
to a round shape with radius of 35 mm. 

Eight flat plate guide fins are installed axially in the annular 
passage between the annular wing and the outer casing to 
remove the swirl velocity component of the exhausted flow 
from the rotor. 

Fan Performance Test and Internal Flow Measure
ment. Performance tests were conducted according to the 
test code JIS (Japanese Industrial Standard) B 8330. The stage 
performances including the rotor and the stator are obtained 
by correcting the overall performance taking the pressure loss 
of the duct and the friction torque of rotor shaft bearings into 
consideration. 

The internal flow measurements were made using a five-
hole pitot probe. The pitot probe was composed of five nickel 
tubes of 0.7 mm o.d. Yaw angle was determined by the zero 
method and pitch angle was determined by the fixed method. 
At three stations (21 mm ahead of the leading edge, 19 mm 

R o t o r S t a t o r 

Fig. 4 Outline of rotor and stator 

0.1 

0 . 5 

- o — - A.W. (G=40) ,w/o fin_ 

Normal c a s i n g 

- 1 . 0 

0 .6 

- 0 . 4 

0 . 2 

0 . 1 0 . 2 0 .3 0 .4 0 . 5 

Fig. 5 Effect of annular wing on performance characteristics [annular 
wing (G = 40), w/o fin] 

behind the trailing edge of the rotor, 17 mm ahead of the 
leading edge of the stator) indicated in Fig. 2, the pitot probe 
survey and data sampling were carried out automatically by 
the use of a microcomputer. Velocity vector, total pressure, 
and static pressure are calculated by means of the calibration 
curves of the probe. 

A supplementary hot-wire measurement was carried out at 
the rotor inlet to examine the existence of rotating stall in the 
low flow range. The measuring position is the same as the 
pitot survey. A single hot-wire element was arranged normal 
to the axial direction. The output signal from a single hot wire 
was analyzed through FFT analyzer. 

The test Reynolds number was 2.3 x 105 based on the relative 
inlet velocity and chord length of the rotor blade at mean 
radius. 

Results and Discussion 

Characteristics of the Fan With Annular Wing. The per
formance characteristics curves of the fan with annular wing 
of G = 40 are shown in Fig. 5 in comparison with those of 
the normal diagonal-flow fan. The mark of arrow with </>2 

corresponds to the design flow coefficient. 
The dashed lines in the figure indicate the case of the normal 

casing. Stall occurs near a flow coefficient of <t>4, and then 
total pressure coefficient \p drops with decreasing flow coef-
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Fig. 7 Effect of annular wing and fin on performance characteristics 
[annular wing (G = 5)] 

ficient. Again \p rises from a flow coefficient of 4>6 to the shut-
off condition. The stall point is defined here as the flow coef
ficient corresponding to the peak of the pressure curve, because 
this diagonal-flow fan indicates a gradual stall and an apparent 
behavior of stall such as an axial fan is not observed. 

The maximum efficiency of 85 percent is attained at a slightly 
lower flow coefficient than the design point. The torque char
acteristics show a character of limit-load at high flow coeffi
cient. The unstable characteristics are also noticeably improved 
in comparison with the axial fan with the same specific speed; 
see Fig. 1 (a). 

The solid lines in Fig. 5 indicate the characteristics for an 
annular wing with G = 40. Total pressure drops noticeably 
between the flow coefficients 4>A and 4>5 due to strong stall, 
but it recovers at slightly lower flow coefficient. Therefore the 
pressure dip appears near <j>s. The torque coefficient becomes 
higher than the case of the normal casing in the lower flow 
region. 

Although a certain decrease in efficiency is observed in the 
low-flow range due to a recirculating flow through the annular 
passage as will be shown later, this annular wing gives a higher 
efficiency at high flow range. This is due to a decrease in flow 
drag accompanying with the annular wing as well as an in-
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Fig. 8 Velocity distribution (normal casing) 

crease in inlet area of the flow passage. There is no such 
deterioration of efficiency at high-flow range as in the case of 
the air separator shown in Fig. 1. 

The effect of the gap G on the pressure characteristics is 
shown in Fig. 6 for G = 0.5-40. The depth of the dip on the 
characteristic curve becomes shallower with decreasing G, and 
the position of the dip moves to the right. The dip becomes 
negligibly small in the case of G = 5, and there exists no dip 
on the pressure curve for G = 0.5. It is observed from this 
result that the value of the gap has no influence on the position 
of stall point. However, it has substantial effect on the position 
and the depth of the dip. 

It is desirable to give a smaller gap from the viewpoint of 
elimination of the positive part on the pressure curve. But, in 
the case of the smallest gap of G = 0.5, the maximum efficiency 
drops by 5 percent as shown in the figure. The reason for this 
negative effect in the high-flow region appears that the inlet 
condition of the air from the annular passage to rotor tip is 
not proper because the air is forced to flow in through the tip 
section of the rotor. 

Figure 7 shows the effects of the annular wing and the guide 
fins in the case of G = 5. The addition of guide fins causes 
increases in torque coefficient and total pressure coefficient in 
the low-flow region. Also in this case, the fan performance 
suffers no negative effect at a high-flow coefficient. 

Thus the annular wing with a gap of G = 5 and with guide 
fins is very effective in improving the unstable characteristics 
in a low-flow region, and at the same time it operates well at 
the design point. It is concluded that the optimum value of 
the gap is G = 5 mm in the present diagonal-flow fan. 

Internal Flow Distribution. In this section, the mechanism 
of the passive control by the annular wing is discussed on the 
basis of the internal flow measurements. 

Figures 8 (a) and 8 (b) show the meridional and swirl velocity 
distributions at rotor inlet and outlet for the normal casing. 
The symbols 4>n shown in the figures correspond to the flow 
coefficients indicated in Fig. 5. The meridional and swirl ve
locity distributions at a flow coefficient of 4>2 almost coincide 
with the design values except at the tip region, where the effects 
of an inlet boundary layer, tip leakage, and secondary flow 
are pronounced. When the flow coefficient decreases, the inlet 
meridional velocity Vm in the tip side tends to decrease more 
quickly than in the hub side, and there exists a reverse flow 
at the tip section at a low flow coefficient. The same tendency 
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Fig. 9 Schematic meridional flow pattern (normal casing) 
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Fig. 10 Velocity distribution [annular wing (G = 40), w/o fin] 

appears in the variation of V„2 up to a flow coefficient of fa. 
However, distribution of Vmi reverses suddenly between fa 
and fa due to a large stall region at the hub side. 

A strong swirl velocity component VS{ is observed in the 
inlet flow at flow coefficients of fa to fa. The radial extent of 
the swirling flow is considerably wider in comparison with that 
of the reverse flow. According to the hot-wire measurement 
at the rotor inlet, a rotating stall was detected at the rotor tip 
region in the low-flow coefficients <j> < fa. It appears that the 
wide swirl region is induced by the rotating stall as well as 
the recirculating reverse flow at rotor tip. 

From these results, it is found that when flow coefficient is 
reduced, stall occurs at inlet tip region first and pressure char
acteristic curve drops from fa as shown in Fig. 5. Then the 
pressure rises from fa to fa because of the change in meridional 
flow pattern. 

Figures 9(a) and 9(6) show schematic meridional flow pat
terns for fa and fa, which are estimated from the meridional 
velocity distributions at three pitot probe survey stations shown 
in Fig. 2. When flow coefficient is reduced to fa, outlet me
ridional streamlines shift downward due to the appearance of 
the reverse flow at rotor tip. This flow condition corresponds 
to the stall or unstable region on the pressure characteristics 
in Fig. 5. 

Two large reverse flow regions appear at a flow coefficient 
of fa, and main streamlines bend radially in the rotor as shown 
in Fig. 9(6). Accordingly the pressure-flow rate curve has a 
negative gradient there, i.e., a stable characteristic. This re
lation between the characteristic curve and the meridional flow 
patterns is similar to that of an axial fan. 

The meridional and swirl velocity distributions of the fan 
with the annular wing (G = 40) are shown in Figs. 10(a) and 
10 (ft). In this case, inlet meridional velocity Vm is considerably 

• ( a ) <p = * 5 (b)<|>= (j>6 

Fig. 11 Schematic meridional flow pattern (G = 40, w/o fin) 

lower at the high-flow rate in contrast to the case of the normal 
casing. This drastic decrease in Vm[ is caused by the fact that 
a part of inlet flow comes from the annular passage. As a 
result, the main flow apparently decreases. 

It is noted that Vmi for flow coefficients of fa and fa are 
very low at the tip region. This is probably due to the blockage 
effect of the low-energy fluid accumulated there. These flow 
coefficients correspond to the stall region in Fig. 5. At a slightly 
lower flow coefficient of fa, the meridional velocity distri
bution at the tip region recovers. The recovery of inlet velocity 
is caused by an inception of exhaust of the low-energy air at 
that portion through the annular passage, as will be shown 
later. 

Although the inlet swirl velocity decreases considerably in 
comparison with the normal casing, it still remains as shown 
in Fig. 10 (a), since the swirling flow of the exhausted air comes 
by way of the annular passage around the leading edge of the 
annular wing at low flow coefficients. In this case of G = 40, 
a rotating stall was first detected at fa. 

Outlet meridional and swirl velocity distributions at the de
sign flow coefficient almost coincide with the design values, 
as shown in Fig. 10(6). When flow coefficient is reduced to 
fa, V„2 indicates a peculiar distribution. Vm decreases no
ticeably at the tip region; however, it remains nigh at the hub 
side. This meridional velocity distribution is pronounced from 
the stall at the tip region. The high value of Vm2 at the hub 
region causes a decrease in Vg2 there. This effect and a stall 
at tip section are the main reasons for the dip on the pressure 
characteristic curve shown in Fig. 5. On the other hand dis
tribution of Vmi becomes flatter when the flow coefficient 
decreases to fa, where the exhaust of air has already begun 
through the annular passage. 

The schematic meridional flow patterns estimated from the 
internal flow measurement are illustrated in Figs. 11(a) and 
(6). It is easy to understand that the drastic changes in Vm{, 
V,„2 and the fan performance between fa and fa are caused 
by the inception of the exhaust of low energy air through the 
annular passage. 

The internal flow distributions for annular wing with a gap 
of G = 5 are shown in Figs. 12(a) and 12(6). The guide fins 
are installed in the annular passage to remove the swirl com
ponent in this case. 

In a high-flow range, the value of V„n is generally higher in 
comparison with Fig. 10(a). This means that a smaller quantity 
of air flows in through the annular passage than in the case 
of G = 40 due to narrower gap. Velocity distributions are 
almost flat, and KOT] at the tip region does not drop in all the 
flow coefficients in contrast to the cases of the normal casing 
and G = 40. In this case, an inception of exhaust comes earlier 
than in the case of G = 40. The inception is observed to occur 
between fa and fa as shown in the next section. It appears that 
a better flow condition is expected at low flow coefficients. 
The inlet swirl velocity component is almost eliminated by the 
guide fins. There is an appreciable negative swirl velocity com
ponent at the tip region when the flow rate is extremely reduced. 

As to the rotor outlet, the distribution of Vm2 at a flow 
coefficient of fa is improved as shown in Fig. 12(6). As a 
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(a) Rotor i n l e t (b) Rotor ou t l e t 

Fig. 12 Velocity distribution [annular wing (G = 5), with fin] 

result, Ve2 rises higher at the hub side in comparison with Fig. 
10(6). 

Figures 13(a) and 13 (b) show the schematic meridional flow 
patterns for G = 5 at flow coefficients of <j>5 and <j>lt respec
tively. It is clear from Fig. 13(a) that the flow pattern is 
significantly improved in comparison with Fig. \\(a) espe
cially at the tip region, since the low-energy fluid is exhausted 
into the annular passage. 

At a flow coefficient of $7) the circulating reverse flow at 
tip region indicated in Fig. 9(b) is completely displaced into 
the annular passage as shown in Fig. 13(6). On the other 
hand, a reverse flow region at rotor outlet extends radially and 
the inclination of streamlines become steeper. 

Thus the annular wing with C = 5 is very effective to improve 
the flow condition at the unstable operation region or the 
positive gradient region. The desirable effects mentioned above 
contribute to rises in torque coefficient and total pressure coef
ficient in that region, as shown in Fig. 7. As a result, it leads 
to a stable operation of the diagonal-flow fan in the otherwise 
unstable region. 

Flow Rate of Exhausted Air Through the Annular Pas
sage. The ratio of the flow rate of exhausted air through the 
annular passage AQ to discharge Q of the fan is shown in Fig. 
14 in the cases of G = 40 and 5. AQ is calculated from AQ 
= Q\ — Q> where Q\ is obtained by integrating Vm{ at the 
main inlet passage. A part of the air is induced from the annular 
passage when flow coefficient is high. On the other hand, a 
part of the air is exhausted through the annular passage when 
the flow coefficient is low. 

According to Fig. 14, a nearly constant rate of air is induced 
in the high flow range, namely, AQ/Q = 0.35 for G = 40 
and 0.1 for G = 5. Inception of exhaust occurs when flow 
coefficient is reduced to about 0.2, and the rate of exhausted 
air becomes extremely high in the low-flow range. The flow 
coefficient corresponding to the inception of exhaust has a 
significant effect on the performance of the fan as discussed 
above. It becomes higher with decreasing G, which results in 
the fact that the dip on the pressure curve moves to the right 
as shown in Fig. 6. 

Conclusions 
In order to improve the unstable characteristics of a high 

specific speed diagonal-flow fan, a passive control is proposed 
by the use of an annular wing. It operates well in a low-flow 

(a ) .* = <f>5 (b) <j>= c|>7 

Fig. 13 Schematic meridional flow pattern (G = 5, with fin) 
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Fig. 14 Effect of gap on flow rate in annular passage 

region as well as at the design point. The main conclusions are 
as follows: 

1 It is possible to improve an unstable characteristic of a 
high specific speed diagonal-flow fan by introducing an an
nular wing at the inlet of the rotor. It leads to no performance 
deterioration at the design point. 

2 In the case of a wide gap between the trailing edge of 
the annular wing and the leading edge of the rotor tip, a 
concave-shaped dip appears on the pressure-flow rate char
acteristic curve. However, the dip disappears with decreasing 
gap. An extremely small gap leads to the deterioration of fan 
performance. 

3 The optimum gap is G = 5 mm in the present diagonal-
flow fan. 

4 The flat plate guide fins installed in the annular passage 
remove the inlet swirl, and give pressure rise in a low flow 
region. 

Uncertainty 
The uncertainties relative to each maximum value are as 

follows: \js: ±0.8 percent, </>: ±0.6 percent, r: ±0.5 percent, 
Vm/u*, and Ve/u*; ±3 percent, AQ/Q: ±3 percent. 
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Dynamic Control of Centrifugal 
Compressor Surge Using Tailored 
Structures 
A new method for dynamic control of centrifugal compressor surge is presented. 
The approach taken is to suppress surge by modifying the compression system 
dynamic behavior using structural feedback. More specifically, one wall of a down
stream volume, or plenum, is constructed so as to move in response to small per
turbations in pressure. This structural motion provides a means for absorbing the 
unsteady energy perturbations produced by the compressor, thus extending the stable 
operating range of the compression system. In the paper, a lumped parameter analysis 
is carried out to define the coupled aerodynamic and structural system behavior and 
the potential for stabilization. First-of-a-kind experiments are then conducted to 
examine the conclusions of the analysis. As predicted by the model and demonstrated 
by experiment, a movable plenum wall lowered the mass flow at which surge occurred 
in a centrifugal compression system by roughly 25 percent for a range of operating 
conditions. In addition, because the tailored dynamics of the structure acts to sup
press instabilities in their initial stages, this control was achievable with relatively 
little power being dissipated by the movable wall system, and with no noticeable 
decrease in steady-state performance. Although designed on the basis of linear system 
considerations, the structural control is shown to be capable of suppressing existing 
large-amplitude limit cycle surge oscillations. 

Introduction 
The operating range of turbomachinery compression systems 

is very often limited by the onset of fluid dynamic instabilities. 
Surge is a self-excited, essentially one-dimensional instability, 
which is characterized by oscillations in area-averaged mass 
flow and pressure rise, and is generally the most important 
instability in centrifugal compression systems. Surge can cause 
reduced performance and efficiency of the turbomachine, and, 
in some cases, failure due to the large unsteady aerodynamic 
forces on the blades (Stenning, 1980). 

To avoid surge, the compression system is generally operated 
away from the "surge line," the boundary between stable and 
unstable operation on the pressure rise versus mass flow per
formance map. Operating the compressor at some distance 
from this line, on the negatively sloped part of the compressor 
speedlines, can ensure stable operation. Doing this, however, 
may result in a performance penalty since peak performance 
and efficiency often occur near the surge line (Dean and Young, 
1977). 

The goal of the research described here is to develop methods 
to extend the stable operating range by modifying the dynamic 
behavior of the compression system to suppress surge. This 
would allow compressor operation in previously unusable, or 

Contributed by the International Gas Turbine Institute and presented at the 
35th International Gas Turbine and Aeroengine Congress and Exposition, Brus
sels, Belgium, June 11-14, 1990. Manuscript received by the International Gas 
Turbine Institute January 18, 1990. Paper No. 90-GT-122. 

even previously unstable, regions of the compressor map. The 
experimental phase of the current research is focused on cen
trifugal compression systems, although the analysis applies to 
axial compression systems as well. 

Dynamic Surge Suppression 

Surge is the manifestation of a dynamic instability, which 
occurs when the compressor feeds more mechanical energy 
into disturbances than the rest of the system can dissipate. The 
result is an oscillatory disturbance that grows exponentially, 
until limited by nonlinearity, into a limit cycle (surge cycle). 
The key to dynamic surge suppression, therefore, lies in in
creasing the system's ability to dissipate or damp this disturb
ance energy (Epstein et al., 1989). 

There have been several investigations of surge suppression, 
all in recent years, using closed-loop active control to increase 
system damping. Ffowcs Williams and Huang (1989) used a 
movable plenum wall, driven by a signal proportional to the 
unsteady plenum pressure, to suppress surge in a centrifugal 
turbocharger. Pinsley et al. (1991) describe active stabilization 
using a variable area throttle valve, also driven by a signal 
proportional to the unsteady plenum pressure. Both of these 
studies demonstrated that surge can be suppressed in the linear 
regime, before the disturbances grow to large amplitude, by 
modification of system dynamics through closed-loop control. 

There has been little previous work on stabilization using 
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Fig. 1 Schematic of rigid (fixed) wall (a) and movable plenum wall (£>) 
compression systems 

structural feedback. In this approach, the dynamic properties 
of the system are modified so that the compression system 
becomes inherently stable, without external input. A limited 
analytical investigation of such a control scheme has been 
carried out by Chen (1987). He found that a variable area 
throttle valve, modeled as a mass-spring-damper driven by 
plenum pressure perturbations, would have a stabilizing effect, 
but that a flexible plenum wall with no damping would be 
destabilizing. 

namics as a feedback mechanism. A movable plenum wall is 
used as the tailored structure. The movable wall acts as a mass-
spring-damper system driven by unsteady pressure perturba
tions in the plenum, and its motion is thus coupled to the 
compression system dynamics. A schematic of a generic rigid 
compression system and a modified compression system having 
a tailored structure is shown in Figs. 1(a) and 1(b). 

It will be demonstrated that an appropriately tailored moving 
plenum wall can significantly extend the stable operating range 
of a compression system. The aeroelastic coupling between the 
wall and the basic compression system allows the damper on 
the moving wall to dissipate mechanical energy associated with 
flow disturbances, thereby suppressing surge. The degree of 
suppression depends on matching the structural dynamics to 
the system fluid dynamics. A set of nondimensional param
eters, which govern the interaction between the compression 
system and the wall, are thus presented and their influence is 
developed. Experiments are carried out to evaluate the actual 
performance of the flexible plenum wall system and the an
alytical model. 

System Modeling 
The basic lumped parameter model of the compression sys

tem has been used by other authors to investigate surge for a 
rigid plenum configuration (e.g., Emmons et al., 1955; Greitzer, 
1981). In this description, system inertia is represented by the 
fluid in the inlet ducting, system compliance is due to the 
compressibility of the fluid in the plenum, and system damping 
(positive or negative) is due to the compressor and the throttle. 

The differential equations describing the compression system 
with flexible plenum wall are given below. 

Inlet duct momentum 

(P0 + APC-PP)AU 
d(poAinLcCx) 

dt (1) 

The quantity APC is the compressor pressure rise, which is a 
known function of mass flow, m. 

Scope of the Present Work 
The work reported here is directed at surge suppression in 

centrifugal compression systems using tailored structural dy-

Mass conservation in the plenum 

d(PpVP) 
m[ — m2 = - dt 
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axial velocity 
Coulomb friction force 
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friction force = f(p0U
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rotational inertia of turbo-
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pressure difference 
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throttle pressure drop 
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volume 
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m/(p0UAi„) 
plenum pressure coefficient 
= (PP ~ P0)/0.5PoU

2 

compressor pressure rise 
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throttle pressure drop coef
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Throttle pressure drop characteristic 

Pp-APt = PQ (3) 

The throttle pressure drop AP, is also a known function of 
mass flow. 

Wall dynamics 

mq + cq + kq=(Pp- PamiVaTy plenum )AP (4) 

Linearizing and nondimensionalizing the equations of mo
tion as shown in the appendix yields the following nondimen-
sional equations describing the linear stability of the system: 

Inlet duct momentum 

db<j>{ 

dr 
B —— ]5</>i — 8\p 

Mass conservation in the plenum 

d<5> 1 
"~T~~ = „ [501 — 5̂ >2] • 

p-z^28v 
2 

dr B p0 M, 

Throttle pressure drop characteristic 

5^ = ^ - 1 
2p, \j/ 

(5) 

(6) 

(7) 

Wall dynamics 

d8v 
dr = (2WBl)ty SQ Uv-

Po 
to, (8) 

(9) 

In Eqs. (5)-(9), nondimensional pressure rise and mass flow 
coefficients, \p and 4>, are defined as 

AP m 

i = -l 
PoU2 PoAinU 

The nondimensional wall displacement, -q, is given as 

_Apq 

In Eqs. (6)-(9), perturbation variables are denoted by 8( ), 
and steady-state variables are represented by ( ). Nondimen
sional time is defined in terms of the Helmholtz frequency, T 
= co///, where the Helmholtz frequency is defined as: 

wH=a, V pL,c 

Other definitions can be found in the appendix. 
The parameter d\j/c/d4> is the slope of the nondimensional 

compressor pressure rise characteristic and is linked directly 
to the onset of the surge instability. In the regions of the 
compressor map where this slope is negative, both the throttle 
and compressor act to damp out flow disturbances. In the 
positively sloped regions, the compressor adds energy to dis
turbances while the throttle continues to dissipate unsteady 
energy. For a rigid wall system, therefore, the flow through 
the system becomes unstable when the compressor feeds more 
energy into disturbances than the throttle can extract. 

Nondimensional Parameters. The behavior of the system 
described by Eqs. (5)-(9) has a complex parametric dependence 
involving the following nondimensional parameters. 

The B-parameter has a major influence on the surge dy
namics of the compression system (Greitzer, 1981). It is defined 
as: 

B-
U U 

2oiHLr 2an -yj A:„L, 

For the fixed wall compression system at a given operating 
point, the magnitude of the (positive) compressor characteristic 
slope required for disturbances to grow is set by the .B-param
eter, which can be viewed as providing a measure of the cou
pling between mass flow oscillations through the compressor 
and through the throttle. The larger the -B-parameter, the more 
isolated the throttle is (from the compressor), and the less able 
to remove energy from flow disturbances. As the -B-parameter 
increases, therefore, surge occurs at a smaller positive com
pressor slope. 

The tip Mach number (based on plenum conditions) is de
fined as: 

U 
M = -

The tip Mach number enters the system equations as a measure 
of the effect of wall motion on the mass balance in the plenum. 
It thus does not appear explicitly for a fixed wall configuration. 
The tip Mach number affects the coupling of wall motion to 
compression system dynamics by determining the degree to 
which plenum pressure responds to wall motion. The pressure 
and mass flow fluctuations are functions of tip Mach number 
(they scale as M2 at low speed), but the wall motion is not. 
The Mach number is thus a measure of this aerodynamic-
structural coupling, rather than a representation of the im
portance of compressibility in the system dynamic model. The 
larger the Mach number, the smaller the effect a given non-
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dimensional wall motion has on nondimensional mass flow 
and pressure perturbations in the system. 

The parameters W, f, and Q determine the wall dynamic 
characteristics relative to the unsteady behavior of the basic 
(rigid wall) compression system. W is an aeroelastic coupling 
parameter defined as 

W--
PoApLc 

'' mVn 

This parameter determines the degree to which the wall re
sponds to the pressure fluctuations in the plenum. Increasing 
the W-parameter implies a greater wall response to pertur
bations in plenum pressure. 

f is the critical damping ratio of the plenum wall mass-spring-
damper system, corrected to remain independent of compres
sor operating conditions. Correction is necessary since the 
aerodynamic spring constant, and hence, the wall natural fre
quency, varied with plenum pressure, f is defined as 

r= 2mu,, 

Q defines the ratio of natural frequencies for the wall mass-
spring-damper system and for the fixed wall compression sys
tem (the Helmholtz frequency), also corrected so that it is 
independent of compressor operating point. 

UN'S Pp 

Linear Stability Analysis 
Linear analysis of the system stability for a given set of 

operating conditions leads to the set of equations shown below: 
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Equation (10) constitutes an eigenvalue problem for the (com
plex) growth rate, s, involving two coupled dynamic systems: 
the compression system, with variables 5^s and 5</>2, and the 
moving wall, with variable <5?/ and Sv. The terms associated 
with the uncoupled fixed wall compression system and the 
moving plenum wall dynamics are located on the tridiagonal 
of the stability matrix. The two nonzero terms located off the 
tridiagonal are the aeroelastic coupling terms. 

Solving the eigenvalue problem as a function of B, M, </>, 
W, f, and Q and using the experimentally determined com
pressor characteristics of Pinsley (1988) enables prediction of 
the instability onset condition for various system and control 
parameters. The fixed wall behavior is obtained in the limit 
of either W = 0 or Q = e». Either has the effect of making 
the wall appear massive and the spring constant stiff, or es
sentially rigid. 

To illustrate the trends obtained from the stability com
putations, a root locus plot for a fixed wall system with B = 

0.5 is shown in Fig. 2(a). The compressor pressure rise char
acteristic used is based on a third-degree polynomial curve fit 
of Pinsley's (1988) measured 7QK speedline as shown in Fig. 
3, the measurements being conducted using a close coupled 
throttle to avoid surge. The abscissa and ordinate of the root 
locus plots are nondimensionalized by the system Helmholtz 
resonator frequency. The roots are plotted as a function of 
nondimensional flow coefficient for flow coefficients ranging 
from 0.175 to 0.070 in increments of 0.005. As the mass flow 
decreases and the compressor slope increases, the poles are 
driven from the left half-plane (stable) to the right half-plane 
(unstable), with the imaginary axis defining the neutral stability 
point. The behavior is that of a (positively or negatively) 
damped second-order system. The neutral stability point for 
this fixed wall system (at <j> = 0.116), as indicated on the 
compressor characteristic in Fig. 3, occurs near the peak of 
the characteristic, which is located at <j> = 0.120. 

The introduction of a movable plenum wall introduces a 
second mode of oscillation to the compression system. A root 
locus plot for the two modes is shown in Fig. 2(b), again 
using the compressor characteristic shown in Fig. 3. One char
acteristic frequency is somewhat close to the Helmholtz fre
quency, but there is now another frequency that is associated 
primarily with the wall motion. More importantly, however, 
the neutral stability point occurs well past the peak of the 
characteristic in the positively sloped region at 4> = 0.92; this 
is also indicated in Fig. 3. Away from instability (high mass 
flow), the moving wall system has one (damped) oscillatory 
mode and one nonoscillatory (overdamped) mode. Near insta
bility, the two modes exhibit increased fluid-structure coupling 
and both become oscillatory. 

To optimize the moving wall compression system perform
ance, a parametric study was performed. Since the _S-parameter 
and Mach number are not independent quantities (both scale 
with wheel speed), the relation between these two parameters 
in this study is based on selecting values for the dimensions 
of the compression system that were typical of modern 
compression machines as well as convenient from an experi
mental view point. The parameter search showed that movable 
wall performance is optimized, over the range of 5-parameters 
and Mach numbers used, with the following control param
eters: W = 0.11, f = 1.5, and Q = 0.51. (These parameters 
were used in Fig. 2b.) 

The steady state mass flow coefficient by itself (i.e., explicitly 
rather than through the effect on compressor characteristic 
slope) is not a very useful indication of stability for the op
timized moving wall system. Determining the maximum com-
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pressor characteristic slope at which the system was stable 
versus the B-parameter was found to be a much more useful 
discriminant for the effectiveness of the control strategy. The 
maximum stable slope versus 5-parameter for the fixed wall 
system and for the (optimized) moving wall system is shown 
in Fig. 4; as indicated, the movable wall system is capable of 
stable operation at a positive compressor slope that can be an 
order of magnitude larger than that for the fixed wall system. 

We can also plot maximum stable slope versus each of the 
control parameters about the optimized values to see how 
rapidly one departs from optimum conditions. Figure 5 shows 
the variations in maximum stable slope versus W, f, and Q, 
respectively. The optimized values are indicated by arrows. 
Although substantial changes in the structural control param
eters away from the optimized configuration will degrade per
formance, the stabilization is insensitive to small ( ± 25 percent, 
say) variations. This implies that the system need not be "re-
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tuned" for each compressor operating condition. The inde
pendent effects of 5-parameter and tip Mach number, for a 
system with a fixed set of control parameters, are shown in 
Fig. 6 where one parameter is held constant and the other 
varied. As discussed, although the tip Mach number does not 
directly affect the stability of a system with a fixed wall, it is 
an important parameter for the stability of the moving wall 
system. 

Energy Analysis 
To examine the physical mechanism associated with stabi

lization, it is useful to look at the perturbation energy. From 
this viewpoint, the system is unstable when more energy is fed 
into any mode of oscillation over a cycle than is removed; 
neutral stability corresponds to zero net energy input. Because 
the modes are orthogonal, it is only necessary to consider one 
mode at a time. If any mode is unstable, the system is unstable. 
The analysis is given by Gysling (1989) and we present here 
only the central result. 

Figure 7 shows the relative perturbation energy input and 
dissipation over a cycle at the neutral stability point, as a 
function of the 5-parameter for the mode that becomes un
stable first. Energy dissipation due to the wall motion is dom
inant, being more than ten times that for the throttle over a 
large range of J5-parameters. The stabilization due to the wall 
is thus direct dissipation through plenum wall motion, rather 
than modification of the system dynamics to promote increased 
dissipation in the throttle, as was the case in the throttle control 
experiments reported by Pinsley et al. (1990). 

Time-Domain Analysis and Nonlinear Aspects 
The linear analysis yielded a set of optimized, nondimen-

sional control parameters, which gave large increases in the 
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stable flow regime. The response beyond the initial instability, 
i.e., the nonlinear system behavior, is also of interest. Non
linear computations were thus performed to assess the effects 
of finite amplitude disturbances and of nonlinearities in the 
wall dynamics. The equations of motion were integrated using 
the Newmark time-averaged acceleration method (Bathe and 
Wilson, 1976). As in the linear analysis, the compressor char
acteristic shown in Fig. 3 was used. 

As an example of the results, Fig. 8 shows the time response 
of the optimized system to a small impulsive disturbance at 
the inlet operating near the linearly predicted stability line (<j> 
= 0.096). Wall motion and pressure perturbations exhibit es
sentially damped harmonic motion. A more interesting point, 
to be discussed further in connection with the experiments, is 
that the nonlinear computations showed that introducing wall 
motion into a fixed wall system undergoing deep surge cycles 
could suppress the surge. In other words, even though the 
control scheme was designed based on linear analysis, it was 
useful for oscillations that were strongly nonlinear. 

An important use of the nonlinear analysis was to examine 
the effect of Coulomb friction in the wall dynamics. The pres
ence of Coulomb friction, in a strict sense, invalidates the 
linearity assumption. However, the degree to which the ac
curacy of the linear model is affected is a function of the ratio 
of the Coulomb friction forces compared to the other, essen
tially linear, forces in the system (Halfman, 1962). To assess 
this, computations were carried out with a constant magnitude 
friction force imposed on the wall in the direction opposite to 
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Fig. 10 Effect of Coulomb friction on transient system response; com
pressor characteristic slope WJdQ) = 0.66 (dashed line on Fig. 9) 

its motion, to model the sliding friction present in an actual 
design. 

One important result of the Coulomb friction is that it pre
vents the wall from responding to disturbances below a thresh
old level, i.e., disturbances must grow to a critical amplitude 
before the wall can respond. Therefore, in a strict sense, op
erating points to the left of the natural surge line remain linearly 
unstable for the actual (nonideal) tailored structure system. 
The linear instability that results from the presence of Coulomb 
friction grows into a limit cycle, whose amplitude (for a given 
compression system and set of control parameters) is a function 
of the nondimensional friction force, F, defined as 

PoU'Ap 

and the slope of the compressor characteristic. 
The effect of Coulomb friction on surge suppression is dem

onstrated in Fig. 9 where the root mean square of the calculated 
limit cycle pressure fluctuations, divided by the steady-state 
pressure rise, is plotted versus the local compressor charac
teristic slope, for various nondimensional friction levels. The 
vertical dashed line denotes the value of slope corresponding 
to the results in Fig. 10, discussed below. The maximum value 
of the slope prior to deep surge (large amplitude oscillation) 
decreases with increasing friction levels. The deep surge bound
ary for the nonlinear system with Coulomb friction agrees well 
with the linear stability boundary in the limit of zero friction. 
With increasing Coulomb friction levels, however, the per
formance of the movable plenum wall system approaches that 
of the fixed wall system. Analysis showed that the movable 
plenum wall became unable to suppress surge significantly past 
the rigid wall surge line for nondimensional friction levels 
greater than F = 0.02. 

As examples of predicted limit cycles with different levels 
of Coulomb friction, the time response of systems with various 
levels of Coulomb friction to a small impulse (0.01 in units of 
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I/'T) is shown in Fig. 10. Parameters are given in the figure 
caption. The amplitude of each limit cycle is indicated in Fig. 
9. 

The disturbance decays in the system without Coulomb fric
tion, but grows into a limit cycle in the systems with Coulomb 
friction. For the system with a small amount of Coulomb 
friction (F = 0.006) the limit cycle is small and approximately 
sinusoidal (mild surge) with frequency near the predicted 
Helmholtz frequency. However, for the system with larger 
Coulomb friction (F = 0.030), the limit cycle is no longer 
sinusoidal and contains regions of reversed flow (deep surge). 

Experiment Design 
The basic prediction is that a properly designed moving 

plenum wall can substantially increase the stable flow range 
of a centrifugal compression system. To investigate this ex
perimentally, a design study was undertaken to match the 
nondimensional control parameters, while minimizing the ef
fects of nonlinearities, in a physically realistic device. 

The conceptual design was based on use of an existing cen
trifugal compressor facility, constructed to investigate active 
throttle control of surge. The facility is described in detail by 
Pinsley (1988); however, the major components will be outlined 
here. The centrifugal compressor was a Holset model HID 
turbocharger. The impeller has an inlet area of 0.00125 m2 

with hub-to-tip radius ratio of 0.37 and exit tip diameter of 
0.055 m. The compressor has no inlet guide vanes, six blades, 
six splitter blades, and a vaneless diffuser. A schematic of the 
compression system facility is shown in Fig. 11. 

Design of Movable Plenum Wall 
Several different ways to implement the control scheme me

chanically were reviewed. A major constraint was that the wall 
had to be capable of withstanding large steady-state and tran
sient pressure loading, yet still respond to small amplitude 
perturbations in plenum pressure. A rigid piston serving as the 
plenum wall, and an aerodynamic spring, were determined to 
be practical solutions to these constraints. In particular, a 
design utilizing a separate, explicit spring, mass, and damper 
was attractive since it facilitated parametric experimentation. 
No attempt was made to engineer a "flight weight" system. 

To serve as the movable wall, the rigid piston was mounted 
on a shaft, guided by linear bearings, and allowed to float 
between the main plenum and an auxiliary plenum. The seal 
between the two plenums was made with a low-friction, con
voluted diaphragm. A small-diameter tube connected the two 
plenums so they were isolated for high-frequency pressure dis
turbances (i.e., surge oscillations), but steady-state pressures 
were equalized so that no steady-state load existed on the 
piston. A mechanical spring was used to maintain a constant 
equilibrium position for the piston over various operating con
ditions since at steady state, the plenum wall had no preferred 
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Fig. 12 Effect of leakage on maximum achievable compressor char
acteristic slope for stable operation with optimized system 

Table 1 
facility 

Design specifications for the flexible plenum wall experimental 

B Parameter 
Helmholtz Frequency 
W Parameter 
Q Parameter 
C, Parameter 
Area of Wall 
Mass of Wall 
Volume of Plenum 
Inlet Duct Length 
Inlet Area 
Auxiliary Plenum Volume 
Aerodynamic Spring Constant 
Mechanical Spring Constant 
Damping Coefficient 
Maximum Wall Motion 
Coulomb Friction 

0.65 to 1.0 
18.5 Hz to 19.9 Hz 
0.11 
0.51 
1.5 to 3.0 
0.0669 m2 

6.2 kg 
0.0108 m3 

1.16m 
0.00125 m2 

0.0388 m3 

24,000 n/m to 35000 n/m 
2100 n/m 
1000 n s/m to 2000 n s/m 
+/-1.25cm 
10 n 

position. The mechanical spring also allowed the steady-state 
position of the wall to be adjustable. 

Because the presence of the steady-state equalization tube 
could affect the behavior of the aerodynamic spring, com
putations were carried out to quantify the effect of leakage 
between the two plenums. The leakage was modeled as flow 
through an orifice plate. The results are shown in Fig. 12, 
where the decrease in maximum slope prior to surge is plotted 
versus nondimensional orifice area for the optimized system 
at typical operating conditions. Leakage caused small ampli
tude limit cycles similar to those predicted to occur as a result 
of Coulomb friction, so it is important that leakage be kept 
to a minimum. 

A viscous dashpot was used for the damping. To minimize 
Coulomb friction, a low-friction, pneumatic, double acting 
actuator was modified to serve as a damper. The actuator was 
filled with 5W-30 oil and the ports on either end were connected 
through a variable area valve. Testing of various dashpots 
developed from the same basic design showed that the force-
velocity relation for the dashpot was closely linear over the 
expected range of wall velocities, as well as easily adjustable. 

The final rig specifications are given below in Table 1 and 
a detailed drawing of the movable plenum wall apparatus is 
shown in Fig. 13. 

Experimental Data and Analysis 
The compression system was investigated with fixed and 

flexible wall for three different sets of structural control pa
rameters, at fi-parameters ranging from 0.65 to 1.0. Steady-
state measurements were used to map the compression system 
performance and to define the surge line for both fixed and 
flexible wall systems. Time-resolved measurements were used 
to evaluate the model assumptions and to determine the per-
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damper system 

formance characteristics of components in the compression 
system and in the flexible wall. 

Steady-State Behavior. The experimental compression sys
tem could be operated in a fixed wall configuration by shutting 
the steady-state pressure equalization line and bleeding the 
auxiliary plenum to atmospheric pressure. Pressure in the main 
plenum then forced the wall against its upper stops, yielding 
a fixed wall configuration. Forcing the plenum wall against 
the upper stop resulted in increasing the plenum volume ap
proximately 5 percent, and, hence, the fi-parameter 2.5 per
cent, which had a slightly destabilizing effect on the fixed wall 
compression system. Any movement of the surge line to the 
left due to wall motion will thus slightly overestimate the actual 
increase in stable flow range, although this difference is small 
compared to the difference seen between the fixed and flexible 
wall systems. (We have not tried to correct for this in the data 
presentation, but it should be noted that our estimates of the 
shift in surge flow coefficient due to this change in fl-parameter 
are roughly one-half percent of the surge mass flow as a worst 
case (at low speed), and one or two tenths of a percent at 
higher speeds. Thus, these changes are, in general, two orders 
of magnitude less than the difference between the fixed wall 
and the movable wall surge points.) 

The compressor was operated at corrected speeds (referenced 
to 288 K) ranging from 60,000 rpm to 100,000 rpm, corre
sponding to a range of 5-parameters of 0.65 to 1.0. The steady-
state performance is reported in terms of (inlet total to plenum 
static) pressure ratio and mass flow, given in standard cubic 
feet per minute (SCFM). Mass flow is also given in some of 
the figures in terms of nondimensional flow coefficient, an-
nulus-averaged inlet axial velocity divided by tip speed. 

Because it was of interest to operate with the movable plenum 
wall in the optimized as well as in the nonoptimized config
urations, speedlines for the movable wall system were recorded 
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Fig. 14 Compressor map showing increase in stable flow region due 
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with various levels of wall damping. The wall was operated at 
the theoretically optimized configuration {W = 0.11, Q = 
0.51, f = 1.5) as well as at values of f = 2.25 and 3.0. 

The steady-state compressor performance map for the three 
movable wall configurations and the fixed wall system is shown 
in Fig. 14. The steady-state pressure ratio is unaffected by the 
presence of the moving wall in the stable flow range of the 
fixed wall system, but the surge line is moved to the left sub
stantially. Also, the degree of surge suppression achieved is 
dependent on the movable wall control parameters, as pre
dicted. The optimized configuration performed the best, with 
the performance of the other two configurations decreasing as 
one moved farther from optimum. A surge line recorded for 
the movable plenum wall system with a lower than optimum 
damping ratio (f = 0.75) confirmed that movement in either 
direction in parameter space away from the optimal damping 
ratio was destabilizing. 

Figure 15 shows the root-mean-square value of the fluctua
tions in plenum pressure versus mass flow coefficient for the 
fixed wall system and the optimized movable plenum wall 
system at B = 0.91 (9QK speedline). On the negative sloped 
region of the speedline (above <f> = 0.155), the rms pressure 
fluctuations for fixed and movable wall systems are the same. 
However, small-amplitude limit cycles exist in the stabilized 
region. Based on the results of numerical calculations, these 
limit cycles can be attributed to Coulomb friction in the wall 
motion and pressure equilization leakage. Small amplitude 
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limit cycles also occur over a limited range of mass flow in the 
fixed wall system prior to deep surge; these, however, appear 
to be a result of nonlinearities in the compressor and throttle 
characteristics. 

Figure 16 shows predicted and experimentally determined 
surge lines for the rigid wall and for the optimized system. 
The predicted surge line is based on the linear instability point 
as determined by the eigenvalue stability analysis described 
previously. The experimental surge line is defined as the onset 
of deep surge (i.e., reverse flow); this also marked the points 
at which the time-mean pressure ratio dropped sharply. The 
compressor characteristics used are from a third-degree poly
nomial curve fit of the speedlines measured by Pinsley (1988). 

The experimental results can be compared to the nonlinear 
calculations by examining the amplitudes of pressure fluctua
tions in the plenum as a function of mass flow. As inputs to 
the calculation, the friction force present during wall motion 
was measured to be approximately 10 N and the leakage was 
estimated to be equivalent to a 0.003 m diameter orifice plate. 
The results of the calculation and experiment for the optimized 
system operating at B = 0.91 are shown in Fig. 17, where the 
amplitude of the small plenum pressure limit cycles before the 
onset of deep surge are shown versus mass flow coefficient. 
The linear stability boundary is also shown in the figure for 
comparison. The linear analysis does not predict the small-
amplitude limit cycles in the stabilized region, but it is able to 
portray accurately the onset point for deep surge. The reason 
is that the oscillations are the result of nonlinear effects, de
scribed above. If the nonlinear effects are small, which is 
inherent in the experimental design, the linearly predicted sta
bility limit corresponds to the onset of deep surge. The non
linear analysis shows limit cycles in the stabilized region, 
although the detailed relationship between mass flow and limit 
cycle amplitude is not captured. 

Transient System Behavior 
Time-resolved measurements were recorded for the fixed 

wall compression system and for the moving wall system at 
three control parameter configurations. The measurements 
were made on the 1QK and 9QK speedlines, corresponding to 
fi-parameters of 0.73 and 0.91. The data shown are from the 
former, at the points marked on Fig. 18. 

As noted previously, the flow through the compression sys
tem becomes progressively more unsteady as the system ap
proaches the surge line. To demonstrate this, the time resolved 
nondimensional mass flow coefficient and the nondimensional 
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Fig. 17 Amplitude of pressure fluctuations versus mass flow; optimized 
system (90K speed, B = 0.91) 
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Fig. 19 Measurements of time-resolved plenum pressure and mass flow 
in fixed wall system (70K speed, B = 0.73) 

pressure rise for the fixed wall system are shown in Fig. 19 for 
three operating points (marked A-C in Fig. 18). The transient 
mass flow measurements (taken in the inlet duct) are based on 
a linearized hot-wire calibration and the large oscillations in 
mass flow are presented for qualitative information only. The 
data shown correspond to points in both stable and unstable 
operating regions. 

For flows near point A, on the negative slope region of the 
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Fig. 20 Measurements of time-resolved plenum pressure, mass flow, 
and wall motion in optimized movable wall system (70K speed, B = 0.73) 

compressor characteristic, stable operation with only slight 
unsteadiness is exhibited. 

Point B is slightly to the left of the peak of the compressor 
characteristic. Small-amplitude limit cycles (mild surge) are 
seen. The frequency of the mild surge cycle is approximately 
14.5 Hz, compared to the predicted Helmholtz frequency of 
17.5 Hz. 

At mass flows corresponding to points C and below, on the 
positive slope region of the speedline, the compressor is in deep 
surge. The time-averaged pressure rise and mass flow are de
creased and the frequency of the oscillations has changed to 
approximately 10 Hz. The hot wire does not distinguish re
versed flow, and the reversed flow regions are shown with a 
dashed line. The decrease in frequency is associated with the 
time needed for plenum blow-down and repressurization, as 
described by Fink (1988). 

With the moving wall system, small-amplitude limit cycles 
existed over the stabilized region. Figure 20 shows the non-
dimensional mass flow, pressure rise, and corresponding non-
dimensional wall motion for the medium damping 
configuration operating at the 70K speedline for four operating 
points, D, E, F, and G, shown on the compressor characteristic 
in Fig. 18. 

Point D is in smooth operation on the negatively sloped 
region of the map. The steady-state and unsteady behavior is 
similar to point A for the fixed wall configuration. The position 
of the wall is shown to be stationary, indicating that the dis
turbances in the stable system are not large enough to overcome 
the wall friction. 

Points E and F are located on the positively sloped, stabilized 
region of the characteristic and exhibit small amplitude limit 
cycles. The maximum wall motion required to stabilize the 
system is approximately 0.1 percent of the plenum volume and 
the power dissipated is approximately 0.05 percent of the steady 
power needed to drive the compressor. 

At point G, in deep surge, the pressure and mass flow traces 
are similar in amplitude to those with the fixed wall, although 
the fluctuations have a much lower natural frequency (4-5 
Hz). Also, in deep surge, the wall is shown to be hitting the 
displacement limiters, as indicated by the flat spots on the time 
trace of the wall motion. 

Introduction of a movable plenum wall can also eliminate 
deep surge when wall motion is initiated during an existing 
fixed wall surge cycle. This is demonstrated by the time history 

4. 5 6 
Time (Sees) 

Fig. 21 Experimental time history showing suppression of fixed wall 
system deep surge when wall is released (optimized system, B = 0.91) 

shown in Fig. 21, where fixed wall surge is suppressed by 
equalizing the auxiliary and main plenum pressures, thus freeing 
the wall from the displacement limiters. The time traces in Fig. 
21 show the wall bouncing on the stops as the auxiliary plenum 
pressure equalizes. When the wall clears the stops, the deep 
surge cycle is suppressed. Although not shown, the wall con
tinues to move toward its steady-state equilibrium position as 
the pressures in the auxiliary and main plenums equalize. 

Two other points should be made about the time history 
shown in Fig. 21. First, the time scale over which the surge 
suppression occurs is considerably longer than any time scale 
associated with the system oscillations because it is set by the 
filling time (through the small equalization tube) of the aux
iliary plenum. Second, as seen in previous figures, the deep 
surge regime is one in which the oscillations are strongly non
linear, with mass flow oscillations greater than the time av
eraged mass flow. This indicates that the use of tailored 
structure can suppress surge even when the oscillations have 
large amplitude. In this connection it should be noted that 
similar behavior has been found by Pinsley et al. (1991) and 
Ffowcs Williams and Huang (1989) using different active con
trol schemes. Such behavior emphasizes that successful use of 
dynamic control is not restricted to the small amplitude regime. 

Dynamic Response of System Components 
Compressor Behavior. One of the major assumptions used 

in modeling the compression system is that the compressor 
remains on its steady-state characteristic during transient op
eration, at least for frequencies on the order of the Helmholtz 
frequency. To check this, the unsteady pressure rise versus 
mass flow relation (i.e., the compressor transfer function) can 
be calculated directly from the unsteady data and compared 
to the quasi-steady slopes. The unsteady data were taken from 
operating points exhibiting small amplitude limit cycles. The 
instantaneous pressure rise versus mass flow slope was deter
mined from measurements of inlet mass flow and plenum 
pressure, due corrections being made for the inertia of the fluid 
in the inlet duct. Only self-excited oscillations were examined, 
so that measurements were obtained only at or near the system 
resonant frequency where there was an acceptable signal-to-
noise ratio. 
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Fig. 22 Measured compressor transfer function and compressor char
acteristic slope values obtained from curve fits to steady-state data 

The compressor slope, as measured, yielded a real and im
aginary part. The real part represents the instantaneous slope 
of the compressor characteristic. The imaginary part can be 
viewed as a lag term, similar to that discussed by Fink (1988), 
which accounts in a rudimentary fashion for the unsteady 
aerodynamics within the compressor. The real part of the trans
fer function is plotted versus steady state mass flow coefficient 
for the 70K and 90K speedlines in Fig. 22. The data are from 
both fixed and movable wall systems, indicating that, as would 
be expected, the presence of the wall has no noticeable effect 
on the instantaneous characteristic slope. Also plotted in the 
figure are the slopes resulting from two methods of fitting the 
steady-state data; the derivative of a third-order polynomial 
curve fit, and a third-order polynomial fit of the derivative of 
a cubic spline fit of the steady-state compressor data. (It is 
important to note that, as can be inferred from Fig. 22, accurate 
determination of the slope is difficult to do.) As shown, the 
compressor characteristic slopes determined from the steady-
state data and those determined from unsteady data are in 
reasonable agreement. In particular, the unsteady data fall 
within the variance between the two steady-state slopes cal
culated by curve fits. The assumption of quasi-steady behavior 
thus appears to be an adequate representation of the instan
taneous compressor slope over the range of flow coefficients 
investigated. 

The time lag for both the 70K and 9QK speedlines was ap
proximately 5-10 ms, corresponding to 0.065-0.13 Helmholtz 
resonator periods. The compressor throughflow time can be 
estimated at approximately 3.0 ms. The lag term is thus on 
the order of the throughflow time of the compressor and it 
seems plausible to attribute the lag to unsteady aerodynamic 
effects within the compressor passages. This is in agreement 
with the conclusions of Fink (1988), who determined that a 
lag term on the order of compressor throughflow time was 
needed for agreement between the predicted and experimental 
behavior of a compression system in deep surge. Fink also 
found that a lag term of this order should have a negligible 
effect on system stability over the range of B-parameter in
vestigated, so it appears that the quasi-steady compressor slope 
is adequate for predicting the onset of surge. 

Another assumption used in the present treatment is that 
the wheel speed remains constant for perturbations in mass 
flow and pressure rise. This is not strictly correct because 
pressure and mass flow perturbations vary the power require
ments of the compressor, and hence cause the wheel speed to 
vary. Fink (1988) assessed this assumption and showed that 
variable wheel speed had a stabilizing effect on the compression 
system. The degree of stabilization was shown to be a function 
of a nondimensional parameter, defined as 

where / is the moment of inertia of the wheel and RT is the 
tip radius. Using Fink's results, variations in wheel speed were 
found to have negligible effect on the stability of the compres
sion system used in the present experiments. 

An alternative way to address this point is to note that if 
the wheel speed and pressure fluctuations were strongly cou
pled, the nondimensional pressure rise and wheel speed vari
ations during mild surge would be roughly the same order. 
However, for a typical (say 2.5 percent rms) pressure fluctua
tion, the measured wheel speed fluctuations are only 0.2 per
cent, an order of magnitude less. The assumption of constant 
wheel speed is thus adequate for modeling the small pertur
bation response, and hence linear stability, of the compression 
system. 

Conclusions 
Dynamic control using tailored structure has been shown to 

be effective in suppressing centrifugal compressor surge. The 
use of a movable plenum wall shifted the surge line to the left 
roughly 25 percent in flow over a significant portion of the 
corrected speed range examined. The effectiveness of surge 
suppression is a function of a set of nondimensional param
eters, which govern the aeroelastic coupling of the wall to the 
compression system dynamics. 

The present scheme was found to be robust, suppressing 
surge over a wide range of operating conditions with no ad
justments to the parameters. Use of a movable wall was also 
demonstrated to lead to suppression of existing (highly non
linear) surge cycles. In the stabilized region of the compressor 
map, surge was suppressed with no time average change in the 
compressor operating point. 

The amount of control action (wall motion) required is a 
function of the nonlinearities in the wall dynamics, such as 
Coulomb friction and leakage. For the optimized configuration 
investigated in this research, the nominal limit cycle wall mo
tion in the stabilized region was roughly 0.1 percent of plenum 
volume, with frequencies near the Helmholtz frequency. Pres
sure fluctuations in the stabilized region were on the order of 
0.5 percent of the mean pressure rise of the compressor. 

Time-resolved data were used to verify some of the major 
assumptions in the modeling of the compression system. Com
pressor transfer function measurements showed that a quasi-
steady compressor characteristic gave a reasonable represen
tation of the instantaneous compressor characteristic slope. 
These measurement also indicated that the improvement in 
surge margin is due to modification of the system dynamics, 
rather than a result of modifying the compressor characteristics 
by altering the local flow in the compressor. The smallness of 
the measured wheel speed variations supported the predictions 
that wheel speed variation would not significantly affect system 
stability. 

In general, all aspects of the experimental investigations 
confirmed that the lumped parameter model of the compres
sion system provided a useful description of the system dy
namics, both with and without the movable plenum wall. 

The physical mechanism responsible for the surge suppres
sion with the flexible wall is unsteady energy dissipation due 
to the wall motion. 

The maximum stable compressor characteristic slope is bet
ter measure of the effectiveness of this control scheme rather 
than the minimum stable mass flow coefficient. The steady-
state mass flow coefficient has little effect, in an explicit way, 
on the stability of the compression system with the movable 
wall, and the dominant influence of mass flow is through the 
relation between mass flow and compressor slope implied by 
the compressor characteristic. 

720 / Vol. 113, OCTOBER 1991 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.65. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Nonlinear solution of the system equations showed the ex
istence of small-amplitude limit cycles in the stabilized region 
in agreement with measurement. These limit cycles were found 
to result primarily from Coulomb friction and leakage. 
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A P P E N D I X 
Derivation of the Equations of Motion for the Movable Plenum 
Wall System 

Consider the compression system shown in Fig. 1(6). The 
following assumptions are used: The flow in the inlet ducting 
is one-dimensional, incompressible, inviscid, and unsteady; the 
plenum pressure is spatially uniform and plenum processes are 
isentropic; the fluid inertia in the throttle is negligible; the 
compressor follows a quasi-steady characteristic; and the throt
tle pressure drop mass flow relation is parabolic. 

The momentum equation applied to the compressor duct 
yields 

P 0 + APc-Pp = 4 ^ (Al) 
dt 

where Lc is the equivalent length of the compressor duct. Mass 
conservation in the plenum yields 

d(pP VP) 
dt mi — m2 = - (A2) 

The pressure drop across the throttle can be written in terms 
of the throttle mass flow as 

AP, 
1 m\ 

2 PtA, 

Finally, the motion of the wall is given by 

(A3) 

mq + cq + kq=(P0-Pmx p,enum)A„ (A4) 

where q is defined as the position of the wall away from the 
equilibrium position of the wall. 

Writing the fluid dynamic variables as mean (( )) plus small 
perturbations (<5( )) and linearizing the compressor and throttle 
characteristics about a time-mean operating point yields equa
tions for the perturbation quantities: 

fdAPc\.. ,D Lcd(8mi) 
y dm Ai, dt 

(A5) 

VpdbP„ _ dSq 
t)ms~8m1 = ^ ^ 7

J i + pPAp — (A6) 
'2~-<% dt 

In Eq. (A6), the isentropic assumption has been used, and 
volume change has been expressed as the product of plenum 
area Ap and perturbation displacement 8q. 

We introduce the following nondimensional quantities: 

PoAj„U 
T= WHt 

* c " 
APr 

B-
U 

h-

-2*P 

AP, 

2,o)ffJ-,c 

«,=4£ 

\p0U
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Using these equations, Eqs. (A5) and (A6) can be written as 

and 

djc\ 
dtp) 

-5<j> 

fi«i-

i = 5 

-b\j,--

dr 

1 

" B 

JP 
Po 

ddcfi, 

dr 

B Si/ 

M2 d-r 

(A7) 

(A8) 

The throttle pressure drop equation can be written as 

<,, Po (dJAf., 
Pt \d<t> 

(A9) 

pt v2'/'. 

For the wall motion, we define the following nondimensional 
control parameters: 

W-
mVn 

r = lmu>„ 

The wall dynamics can then be written in nondimensional form 
as: 

$ ? + 2f*Q* ^> + Q*% = WB2H (A10) 
dr dr 
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Using the algebraic relation between Si/< and b<j>2, the throttle 
characteristic can be used to eliminate b\p from the set of 
nondimensional equations. In addition, we can define 

dbt) 

as a nondimensional wall velocity to convert Eq. (A 10) into 
two first-order equations. Rearranging these equations, and 
making use of Eq . (A9), yields the following stability matrix: 

bv = 

For reference, we also note that expanding the determinant 
for the 2 X 2 stability matrix describing the fixed wall compres
sion system leads to the characteristic equation shown below: 

s2-
2^ 

B 
s + = 0 

['{%-
B2\P 
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IBi, 

1* 
B2\l> S 

0 

WB*24 
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- e 2 

' p M2 2j 

-2SQ-S 
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bv 

= 

"o" 
0 

0 

0 

(All) 

The control parameters Q* and f* are referenced to the 
Helmholtz frequency of the compression system, which varies 
slightly with operating conditions. They can be modified so 
that they remain independent of operating conditions. Thus, 
substitution of the following corrected control parameters yields 
the stability matrix given as Eq. (10): 

and f = f 

Dynamic instability occurs when the first term in brackets 
becomes negative. The condition for this is 

which is the fixed wall stability limit. 
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Active Stabilization of Centrifugal 
Compressor Surge 
Active suppression of centrifugal compressor surge has been demonstrated on a 
centrifugal compressor equipped with a servo-actuated plenum exit throttle con
troller. The control scheme is fundamentally different from conventional surge 
control techniques in that it addresses directly the dynamic behavior of the compres
sion system to displace the surge line to lower mass flows. The method used is to 
feed back perturbations in plenum pressure rise, in real time, to a fast-acting control 
valve. The increased aerodynamic damping of incipient oscillations due to the re
sulting valve motion allows stable operation past the normal surge line. For the 
compressor used, a 25 percent reduction in the surge point mass flow was achieved 
over a range of speeds and pressure ratios. Time-resolved measurements during 
controlled operation revealed that the throttle required relatively little power to 
suppress the surge oscillations, because the disturbances are attacked in their initial 
stages. Although designed for operation with small disturbances, the controller was 
also able to eliminate existing, large-amplitude, surge oscillations. Comparison of 
experimental results with theoretical predictions showed that a lumped parameter 
model appeared adequate to represent the behavior of the compression system with 
the throttle controller and, perhaps more importantly, to be used in the design of 
more sophisticated control strategies. 

Introduction 
Compression system surge is a self-excited instability, evi

denced by large amplitude oscillations of annulus-averaged 
mass flow and plenum pressure rise. Operation in surge often 
results in severely degraded performance, as well as unac
ceptable levels of system vibration. 

To avoid surge, one commonly adopts a margin of safety 
between the surge line, the limit of stable operation, and the 
closest allowable operating point. However, this can prohibit 
operation in regions of highest efficiency or pressure rise. In 
this paper, experiments are described that demonstrate a new 
method for allowing operation in regimes that have been pre
viously inaccessible, not only close to but beyond the "natural'' 
surge line. The procedure used is the closed-loop feedback 
control of the dynamic behavior of the compression system. 
As will be shown, such active control techniques, which sup
press the instabilities that lead to surge, can extend the range 
of stable operation beyond the natural surge line and enlarge 
the usable compressor operating region. This, in turn, can 
allow greater freedom not only in compressor operation, but 
also in design. 

Active Control of Surge. There has been much work car
ried out on what is termed surge control, and discussions of 
different available techniques have been given by Boyce et al. 
(1983), Ludwig and Nenni (1980), and Staroselsky and Ladin 
(1979). The approach taken here is fundamentally different 
from these types of surge suppression schemes because it is 
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based on effecting changes in the unsteady system response, 
i.e., the system dynamics, rather than the steady-state behav
ior. More specifically, existing surge control schemes act by 
effectively lowering the operating line once some steady-state, 
near-surge operating condition is reached or detected. These 
strategies do not enhance stability; rather they reduce the safety 
margins otherwise necessary. In contrast, the approach de
scribed herein uses active control to enhance the stability of 
the compression system, effectively moving the surge line. 

The conceptual basis for the active control scheme presented 
here is that the nonlinear limit cycle oscillations characterizing 
surge will start as small amplitude disturbances, which then 
grow to finite limit. Attacking this growth in the early stages 
thus requires only low-power, small-amplitude control actions. 
The basic idea is to sense the small disturbances associated 
with incipient surge and feed back a signal derived from them 
(appropriately modified as to gain and phase) into an actuator 
or actuators. The combination of compressor, sensors, 
processors, and actuators (i.e., of compressor plus controller) 
constitutes a new machine, having different stability properties 
from the compressor alone. This can be exploited to enhance 
the stable flow range. 

The analytical framework for this approach to active control 
has been developed by Epstein et al. (1989), referred to hence
forth as EFG. They used a lumped parameter representation 
of a compression system to examine two basic control strategies 
in which either (or both) an exit throttle or a collector (plenum) 
wall would be driven in response to sensed perturbations in 
the compressor discharge pressure. Calculations carried out 
using simple proportional feedback control predicted that sig
nificant shifts in the surge point could be achieved. Although 
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Fig. 1 Schematic of generic pumping system with active exit throttle 

the compressor, the destabilizing element in the system, con
tinues to feed energy into small-amplitude perturbations, it 
was shown that the controller increases the capability of other 
parts of the system to dissipate these unsteady perturbations. 
In addition, the controller power requirements were shown to 
scale with the square of the disturbance amplitude and were 
thus much less than steady-state machine power. 

The present paper presents the experimental demonstration 
of these ideas for one of these schemes, that employing a 
varying exit throttle area. A schematic of the system of interest 
with the throttle controller at the plenum exit is shown in Fig. 
1. As described in EFG, this is of some interest because, for 
an ideal controller at least, there need be no net average power 
expended to drive the throttle. Controller power requirements 
are thus independent of compression system power, and the 
increased dissipation associated with the perturbations can be 
regarded as due to increased leverage of the existing dissipative 
element in the system. It is stressed that it is the dissipation in 
the unsteady system behavior that is modified, so that the 
steady-state operating point is essentially unaffected by the 
control. 

The present work by no means attempts to define an opti
mum controller configuration, but is rather a proof-of-concept 
examination of the ideas expressed in EFG. In this connection 
we note two other complementary approaches to modifying 
the dynamic system behavior, which have close links to the 
present study. One is by Ffowcs Williams and Huang (1989), 
who used a loudspeaker to drive a moving plenum wall, and 
the other by Gysling (1989), who used a tailored structural 
element (a moving plenum wall with a spring and dashpot) to 
provide increased damping of system perturbations through 
coupling of the aerodynamic and structural behavior. In both 
of these investigations, a significant increase in stable flow 
range was achieved. 

Scope of the Present Investigation. The aim of the exper
iments was to demonstrate active stability enhancement (surge 
suppression) using throttle control of a centrifugal compressor. 
To design the experiments, parametric studies were initially 
carried out using a lumped-parameter system model; these 
modeling studies also served to help interpret the experimental 
results. Both steady-state and time-resolved data were taken 
to characterize the system performance with and without con
trol. The control scheme was tested over a range of system 
parameters, not only to assess control effectiveness over the 

range, but also to examine, in a diagnostic fashion, the effects 
of compressibility on the system dynamics. 

Specifically, the investigation addressed the following ques
tions: 

1 Does this type of active control suppress system oscil
lations? 

2 What will the system performance be in a controlled 
region of operation? 

3 Will the controller adversely affect operation in normally 
stable regions? 

4 Does the linear model accurately represent the system 
and the controller? 

5 What parameters have the dominant influence on system 
controllability? 

6 Can the results obtained in this experiment be generalized 
for other similar systems? 

One can thus view the experiments as focused on two general 
goals. The first is demonstration of active control of a compres
sion system over a range of parameters. The second is to verify 
that the basic modeling captures the system and controller 
dynamic behavior well enough so that this type of analysis can 
be used in future studies on (and designs of) more complex 
control schemes. 

System Modeling 
Lumped parameter system models have been used by many 

authors to examine instability inception in both axial and cen
trifugal compression systems, e.g., Emmons et al. (1955), 
Greitzer (1981), and Ffowcs Williams and Huang (1989), and 
there is no need to enter into a detailed description here. For 
reference, the derivation is sketched out in the appendix where 
it is shown that the nondimensional form of the linearized 
equations for the behavior of the nondimensional mass flow 
and pressure rise perturbations, 50 and 5i/<, take the form: 

*g. = B(^\*i-W 

d8\p 8<t>i 

dr~ B 
B 

S^ + -
~dX~T 

B 

8Aj 

(1) 

(2) 

In Eqs. (1) and (2), <5( ) denotes a perturbation quantity, T is 
nondimensional time, ATis the nondimensional control valve 
area, AT/Ain, and B is the system stability parameter (B= U/ 
2uHLc). d^c/d<t> and (d\jjT/d4>)AT are nondimensionalized de
rivatives of the compressor and throttle characteristics with 
respect to mass flow, (d\j/T/dAT)^ is the derivative of the valve 
pressure rise versus valve area characteristic, and </>! is the 
compressor mass flow. 

Equations (1) and (2) do not completely define the system 
dynamic behavior because the relation between the throttle 

a 
A in 

AT 

B 

^-throttle 

cx 
Lc 

m 
Po 

Nomenclature 
speed of sound 
impeller annulus inlet area 
control valve (throttle) area 
stability parameter defined 
in Eq. (A9) = U/2oiHLc 

velocity at throttle exit 
axial velocity 
effective compressor duct 
length 
mass flow 
ambient pressure 
plenum pressure 

AP = plenum to ambient pressure 
difference = Pp-P0 Po = 

APC = compressor pressure rise; T = 

ambient to plenum 0 = 

APT = throttle (valve) pressure 
drop; plenum to ambient ^ = 

t = time 
U = impeller exit tip speed UH = 

Vp = plenum volume 
Z = complex proportionality C) = 

constant for controller ( ) ' = 
5 ( ) = perturbation quantity (~~) = 

ambient density 
nondimensional time = unt 
nondimensional flow coeffi
cient = Cx/U 
nondimensional pressure 
rise = AP/l/2p0U

2 

system Helmholtz resonator 
frequency = a\/Ai„/VpLc 

nondimensional quantity 
fluctuation 
mean quantity 
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area perturbation is not linked to the pressure rise or mass 
flow perturbations. Specifying this relation defines the throttle 
control law and, in what follows, we take the relation to be 
the simple proportionality, expressed in Eq. (3): 

Mr 

A/ Z8iP (3) 

Z is a complex constant describing the gain and phase relations 
between sensed pressure perturbations and instantaneous valve 
area. Inserting Eq. (3) into the system Eqs. (1) and (2) produces 
two coupled equations for 8<j>i and 8^. These have solutions 
of the form eST, where the characteristic equation for S is given 
by: 

S' + S 

' ! • ^ I A.Z\ 

dipr 

d<j> 

-B 

d(j> 

9>PT 

d(j> 

d\pr 
~dA~T 

A r Z = 0 (4) 

Equation (4) is the characteristic equation of a damped har
monic oscillator, with the damping either positive or negative 
depending on compressor operating point. In this context, the 
primary role of the the active control is to modify the damping 
term in the equation, increasing the stability of the oscillatory 
system. 

Overall Results of System Modeling Studies. Several clear 
trends emerged from the parametric studies of the compression 
system, which were performed to select the control parameters. 
First, as pointed out by EFG, the perturbation in area should 
be in phase with the plenum pressure perturbation for maxi
mum effectiveness. (Note that this statement pertains only to 
the particular control strategy used here; other schemes will 
have different optimum phases, e.g., Ffowcs Williams and 
Huang (1989).) In addition, the control effectiveness decreases 
as either or both the fi-parameter and the slope of the com
pressor characteristic increase. Finally, for a given operating 
point, there is a finite range of gains and phases over which 

to 

ir 
9> 

Q. 

< 

L — J 8m j for Varying Throttle Area 
1 ' (Line a-a') 

- * • • « - 8 r n T for Fixed Area ' 
(Line b-b') 

Compressor 
Characteristic 

m (Flow) 

Fig. 3 Maximum system gain is reached when instantaneous throttle 
line (a-a') slope becomes less steep than the compressor characteristic, 
inducing static instability 

the growth of the perturbations can be suppressed. These trends 
imply that, for a specific operating point (specified compressor 
slope), the region of stability in the gain-phase plane will appear 
as in Fig. 2, which shows typical closed regions of stable op
eration for four values of the 5-parameter. 

The physical reason for the decreased effectiveness with 
increase in fi-parameter is connected to the overall decrease in 
stability that occurs as B increases. This is well known, and 
has been amply discussed in the literature (e.g., Greitzer, 1981). 
Larger B implies a more compliant system, which means that 
the (unsteady) flow through the throttle is less coupled to the 
unsteady flow through the compressor. Control strategies using 
a downstream throttle would therefore be expected to lose 
effectiveness. We will return to this point when we discuss 
possible future directions for this research. 

The system dynamics underlying the most effective operation 
occurring at zero phase have also been presented in EFG, but 
it is useful to summarize these arguments, since they are crucial 
to understanding the role of the control. The instabilities of 
interest occur as the result of mechanical energy being fed into 
the perturbations by the unsteady flow through the compres
sor. This energy can be offset, and the system stabilized, by 
dissipation in the throttle. The net (compared to the value for 
steady-state operation) dissipation in the throttle is propor
tional to the product [5(plenum pressure) • 6(throttle mass 
flow)]. The throttle mass flow, mT, is 

mT=pCthrotlisAT (5) 

For values of system pressure rise small compared to ambient, 
the velocity at the throttle exit is given by 

Cthrottle = v2APp/p. 

Using this expression for CthroUie. and splitting quantities into 
time mean (denoted by ( )) and perturbation (denoted by 5( )), 
the mass flow perturbation can be written as 

5mT 1 8APn 6A, 

2 AP AT 
(6) 

For a given controller gain, the product of mass flow pertur
bation and pressure perturbation (i.e., the dissipation) is thus 
maximized when 5AT and SAPP are in phase. 

The existence of a minimum level of gain needed for system 
stabilization should be evident. The reason for the existence 
of a maximum gain can be seen by invoking the above con
siderations and referring to Fig. 3, which shows compressor 
and throttle pressure differences versus flow. Consider small 
perturbations in pressure about a given operating point A, as 
indicated. The throttle mass flow fluctuations will basically 
track along the throttle curve and, for a fixed throttle, the 
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Fig. 4 Gain required to stabilize the compression system increases 
with increasing S and compressor slope (oV^/diA); 4> = 0.12 

Fig. 5 Experimental setup of actively stabilized centrifugal compressor 

mass flow will fluctuate as shown by points b and b' on the 
solid curve. If the throttle area is varied to be in phase with 
SAPP, however, the mass flow fluctuations can be considerably 
increased, as indicated by points a and a' on the dashed line, 
which represents the instantaneous throttle line seen by the 
system. Increasing the gain thus decreases the slope of the 
throttle line, relative to the fixed geometry throttle, and in
creases the mass flow perturbations (and hence the overall 
dissipation) to suppress the system dynamic instability. If the 
slope of the throttle line is decreased too far, however, it will 
become less steep than the compressor characteristic slope, so 
that the system becomes statically unstable. The flattest per
missible slope occurs when the second bracketed term in Eq. 
(4) becomes equal to 0; this sets the maximum gain. 

Using the above result, the requirement for the first brack
eted term in Eq. (4) to be positive implies that the slope of the 
compressor characteristic is equal to 1/8 at maximum gain. 
For given B, the limit of stabilization using the controller will 
thus occur at the point on the nondimensional compressor 
characteristic where the slope (d\j/c/d4>) is l/B. This slope can 
be compared with that for the natural surge point, which occurs 
at a value of (d\pc/d4>), given by 

d<$> 

1 

Bl d\pT 

Vpinm3 

Lcinm 
Compressor speed, 
RPMxlOOO 
B parameter 
Helmholtz frequency, Hz 

Case I 

0.0079 
1.96 

60-110 

A5-.12 
15.5 

Case II 

0.027 
0.88 

60-110 

1.26-1.93 
12.5 

Case III 

0.012 
1.96 
70 

.61 
12.8 

d<t> '2B2^ 

or, for a parabolic throttle curve, 

Figure 4 portrays these trends. The figure shows the value of 
gain (Z) needed to stabilize a compressor operating with a 
given compressor characteristic slope, as a function of B. 

The analytical results indicate that surge suppression can be 
achieved with proportional feedback on the throttle motion. 
However, they are based on an idealized controller and a lin
earized model of the system. In a real system, there can be 
nonlinearity and, more importantly, unmodeled dynamics of 
the control system, which can limit effectiveness. Thus, one 
must examine experimentally the degree to which the model 
adequately captures the essential features of the problem. 

Experimental Facility and Overall Test Parameters 
The turbocharger used was a Holset HID model, which has 

radial blades at outlet and a vaneless diffuser. Impeller tip 
diameter at outlet was 5.5 cm. The test stand was built to run 
the turbocharger at speeds near its peak efficiency region, with 
110K rpm selected as the maximum compressor speed at which 
the controller must operate. Delivery temperature and pressure 
associated with this speed were roughly 150°C and 2 atm. The 
stand was instrumented for both transient and steady-state 
measurements, with data acquistion through a microcomputer 
analog-to-digital interface. A schematic of the facility is shown 
in Fig. 5; more detail is given by Pinsley (1988). 

The exit throttle was a rotary gate valve mounted at the 
plenum exit. Valve opening was set by rotating a ported inner 
sleeve relative to outer stationary ports. Valve angular position 
was measured with a rotary variable differential transformer 
angular displacement transducer. The pressure drop through 
the rotary gate valve was taken across diametrically opposed 
ports, so that the pressure loading on the valve was equalized 
around the circumference. Actuation force was applied normal 
to the flow and thus had only to overcome valve inertia and 
friction. The control valve was actuated by a low inertia d-c 
servomotor with a rated torque of 1.07 m2-kg/s2 and a torque 
constant of 0.064 m2 'kg/s2-amp. The inertias of the motor 
and valve rotors were kept as small as possible (7 .1x l0~ s 

kg-m2 and 7 .1xl0~ 7 kg-m2, respectively) to maximize fre
quency response. The valve response, as tested, was flat to 80 
Hz. 

The compressor inlet duct length (Lc) and the plenum volume 
(Vp) could both be adjusted to vary the stability parameter B 
over a range of compressor speeds, while maintaining the sys
tem Helmholtz frequency within a relatively narrow range. 
This was done to minimize the possibility of encountering 
unmodeled controller dynamics at other frequencies. By chang
ing geometries, it was possible to obtain varying ^-parameters 
at a given compressor speed, or conversely the same -8-param-
eter at varying compressor speeds. Table 1 summarizes the 
parameters corresponding to the conditions under which the 
controller was tested. Unless otherwise specified, all results 
below are with the Case I configuration. 

The area perturbation-pressure perturbation transfer func
tion of the valve was evaluated separately by subjecting the 
transducer to a known pressure signal and measuring the valve 
response, as described by Pinsley (1988). 
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Fig. 6 Compressor map showing experimentally determined effective
ness of the active control on displacing the surge line (Case I); surge 
line shown as solid line 

Experimental Results 
The effect of the controller on the compression system was 

evaluated from both time-averaged and time-resolved meas
urements. Time-resolved measurements were taken at steady-
state (this includes periodically varying) operating conditions, 
as well as during transients, in order to illustrate the unsteady 
system behavior. 

The most basic task of the controller is to shift the surge 
line to lower mass flows. Time-averaged measurements of the 
surge line were thus made with and without the control applied. 
These data are also used to examine the predicted trends with 
variations in B-parameter. 

Time-resolved measurements were taken to examine the dy
namics of the controlled compression system. The unsteady 
behavior of the compression system without the controller was 
first measured as baseline. The measurements were then re
peated using the controller, with the compressor operating in 
both stable and unstable modes. Time-resolved measurements 
were also used tu examine the dependence of surge character
istics on the B-parameter. 

Time-Averaged Measurements. Compressor performance 
will be represented two ways: (1) in a conventional turbo-
charger map format: inlet total to plenum static pressure ratio 
versus standard corrected flow (in ftVmin), and (2) as a non-
dimensional pressure rise 

P -P 
(V) 

(8) 

versus nondimensional flow coefficient 

U p0UAin 

where Cx is the axial velocity at the impeller inlet annulus and 
U is the rotor tip speed. This is more relevant for discussion 
of the fluid mechanic behavior, since the compressor curves 
for different speeds are roughly similar. 

Figure 6 shows the compressor map for Case I, in the form 

of pressure ratio versus mass flow for various corrected speeds. 
The values of the B-parameter are also indicated. Pressure 
ratio at surge ranges from approximately 1.3 at 60A" rpm to 
2.15 at MQK rpm. At the high speeds with the fixed throttle, 
surge occurs slightly to the left of the peak of the constant 
speedlines, at locations where the characteristic is slightly 
positively sloped. At the lowest speeds (60-70_STrpm), the slope 
to the left of the peak is quite shallow and surge occurs at a 
mass flow much lower than the peak value. A "knee" in the 
speedline is thus observed between the 10K and 8QKTrpm speed-
lines. 

Figure 6 also shows the region stabilized by the introduction 
of the controller. To obtain the controlled surge line, the com
pressor was brought close to surge on each speedline and the 
controller turned on at fixed gain. The control valve was closed 
down until the lowest attainable flow rate before deep surge 
(oscillations with flow reversal) was measured. The throttle 
was then opened, the gain increased, and the process repeated 
to reach another controlled operating point at the lowest stable 
mass flow. In these experiments the phase of the controller 
(i.e., the phase between pressure and throttle area perturba
tions) was fixed at 0 deg since, as the theoretical results pre
dicted, attempts made with the controller at other values of 
phases were not as effective in decreasing the surge mass flow. 

With the control operational at %QK and 9QK rpm, there was 
a 20-25 percent decrease in surge mass flow compared to the 
no-control surge point. At lOOA' rpm, there was only slight 
extension of the stable region, while at 60-10K and 1 lOA" rpm 
the extension was negligible. There are thus two regimes in 
which the controller was ineffective: speeds below the "knee" 
of the surge line and high speeds. To examine the reason for 
this, tests were carried out at different speeds while holding B 
constant, as well as at different values of B holding speed 
constant. The tests were done to isolate effects of system dy
namics from effects that had to do primarily with tip Mach 
number (or pressure ratio), for example, through variation of 
the speedline shapes. Stated another way, the goal of the par
ametric variations was to ensure that effects associated with 
tip Mach number alone did not limit the control scheme. 

Several experiments were carried out. First, a compressor 
map was obtained for a system geometry with B-parameter 
larger by a factor of 2.7 at the same compressor speed, the 
"Case I I" configuration. The results are shown as the solid 
lines in Fig. 7. The knee in the surge line has shifted down in 
speed due to the increased B-parameter with, again, no surge 
improvement achieved below the knee. The highest speed at 
which control is effective has also shifted to lower speed. Fur
ther, at speeds where the control was effective, the experiments 
that were done at the smaller B had greater increase in stable 
mass flow range. As was indicated by the analysis, therefore, 
the B-parameter plays an important role not only in deter
mining the system stability, but also in determining the degree 
of control effectiveness that can be achieved. 

Measurements were also made at the same value of B at two 
different speeds, 70^ and 9QK (for Case III and Case I, re
spectively). The results are shown in Fig. 8. Although the 
speedlines are not quite identical and the surge point does not 
occur at precisely the same value of <j>, the shifts in the surge 
lines due to control are similar. We infer from this that, over 
the range of parameters examined, it is the increase in B-
parameter (which represents a change in the system dynamic 
behavior) rather than the increase in tip Mach number that 
limits the effectiveness of the control. 

The overall conclusions from the time-averaged measure
ments can be summarized as follows: The active control sta
bilizes the system at flows below the natural surge point; the 
compressor pressure rise in controlled operation remains near 
the pre-surge level; the control effectiveness decreases as B 
increases; and the position of the surge line knee is a function 
ofB. 

Journal of Turbomachinery OCTOBER 1991, Vol. 113/727 

Downloaded 01 Jun 2010 to 171.66.16.65. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



CO 

DC 

3 
(A 

<U 

2.4 

2.2 -

2.0 

1.8 -

0. 1.6 

o 

1.4 

1.2 

1.0 

- - - Case I (Data of Fig. 6) 
— Case II (High B) 

B=1.93 

Control 

Corrected 
Speed 

110K 

100K 

B=1.26 60K 

0 50 100 150 200 250 

Mass Flow in SCFM 
Fig. 7 Compressor map showing experimentally determined effective
ness of the active control on displacing the surge line for higher B (Case 
II) 

2.4 

£ 1 
3 
Ifl 
W 
<a 

6 -

1 0.1 
a> 
a. 
E 
o 
O 

0.0 

Surge With Control 

Vxxpc-ooo 

Surge Without Control 

o 90K RPM 
o 70K RPM 

Fig. 8 
of B 

. ! _ ^ ^ ! j ! ! 

0.0 0.08 0.16 0.24 0.32 

Flow Coefficient, § 
70/Cand 90/Crpm compressor characteristics at the same value 

Time-Resolved Measurements. Although the time-aver
aged measurements confirmed that simple proportional control 
can provide significant stabilization of the system under a 
variety of operating conditions, the dynamic behavior of the 
system was also examined to explore the detailed operation of 
the controller. Time-resolved measurements were taken of the 
system pressure rise (inlet to plenum), and control valve area. 
From these, the time-resolved mass flow could be inferred from 
a mass flow balance, assuming an isentropic process in the 
plenum. The results of the measurements are presented in the 
time domain and in the nondimensional pressure rise-mass 
flow plane. Uncertainty in the unsteady plenum pressure is less 
than 1 percent of the maximum fluctuation amplitude; un
certainty in the unsteady component of the mass flow is ap
proximately ± 6 percent for deep surge and ±4 percent for 
mild surge for the 90A" rpm conditions shown below. 

With the system in the nominal (Case I) configuration, the 
fluctuations in pressure rise and mass flow coefficients (\p' 
and <£') were measured at different flow coefficients along a 
90K speedline. The time-mean performance is plotted in Fig. 
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Fig. 10 Time-resolved compressor performance without control at 
points A-E, as indicated on Fig. 9 

9 to show the conditions at which the data were taken, both 
with and without the control. The natural surge boundary is 

• also indicated. 
Figure 10 shows the fluctuations at points A-E, with no 

control applied. At point A, which lies to the right of the peak 
in the compressor characteristic, the compressor is operating 
stably. The fluctuations in pressure rise and mass flow are on 
the order of the noise in the system. Oscillations appear at 
point B, just to the left of the peak, at a frequency of 13.5 
Hz, compared to the predicted Helmholtz frequency of 15.5 
Hz. At this point, the slope of the compressor characteristic 
is very shallow and the compressor is operating in mild surge. 
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Point C is the last stable operating point before deep surge. 
The compressor is still in mild surge, but the amplitude of the 
fluctuations has increased and the frequency has decreased 
slightly to 13 Hz. Points D and E show the system behavior 
in deep surge. The oscillations in plenum pressure and mass 
flow are much larger with variations in mass flow of more 
than ± 100 percent of the steady-state value. The lowering of 
the frequency to roughly 9 Hz is due to the time associated 
with plenum blowdown and repressurization (Fink, 1988). 

Figure 11 portrays the dynamic behavior in the pressure-
flow plane. The figure shows a mild surge oscillation, which 
is associated with operation at time-averaged point C, as well 
as a deep surge associated with operation at point D. These 
time-mean points are indicated for reference. The direction in 
which the cycles are traced out is counterclockwise. The mass 
flow reversal during a portion of each deep surge cycle is 
evident. 

The points labeled A ' and B ' in Fig. 9 show the performance 
with the controller. The flow coefficient at the surge point has 
been shifted from 0.142 to 0.112 (at point B') , a change of 

back control; mild surge and deep surge 
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Fig. 14 Transient behavior of system initially in deep surge during 
controller turn-on 

21 percent, and the compressor pressure rise is stabilized near 
the same level as prior to surge. The fluctuations in nondi-
mensional mass flow, pressure rise, and valve area are plotted 
in Fig. 12 for each indicated controlled point. The suppression 
of the oscillations shown in Fig. 10 is evident; it can also be 
seen that there is a higher frequency now present, with a strong 
component at 60 Hz. This frequency is well above any that 
the authors associate with system aerodynamics alone, and it 
is suspected that it is associated with the controller dynamics. 

An alternative way to examine the effect of control on the 
pressure fluctuations in the system is to examine the peak 
amplitudes as a function of flow. This is shown in Fig. 13 for 
the 90K speedline. With the control, the amplitude is sup
pressed at flow coefficients below the natural surge value to 
a level below that of mild surge. Even when surge can no 
longer be avoided, the peak amplitude of the fluctuations re
mains lower than those without control. 

The transient behavior of the system when the control is 
turned on or off is also of interest as a measure of control 
effectiveness. Figure 14 shows the nondimensional fluctuations 
in the valve area and plenum pressure, as well as the variations 
in mass flow in the system during a transient from deep surge 
with the controller off, to stable operation with the controller 
on. (This figure can be compared with Fig. 15 of Ffowcs 
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Williams and Huang (1989).) In the figure, time is given in 
dimensional form to show the actual temporal characteristics 
of the valve action. At :=1.03 seconds, the controller is 
switched on at a previously set controller gain and phase. The 
controller captures the surge fluctuations within one to two 
surge cycle periods, even though the system is operating in a 
highly nonlinear regime. Figure 15 shows this behavior in the 
pressure rise-mass flow plane; the nonlinear character of the 
behavior prior to controller application is evident. The time 
mean point at the start is indicated by the solid square. Note 
that, although implementation of the controller shifted the 
time-averaged operating point along a constant throttle line 
from 0 = 0.11 to 0.12, the stabilized operating point remains 
within the region in which surge was encountered with no 
control. 

Evaluation of Lumped Parameter Model 
In this section, we examine the extent to which the simple, 

lumped parameter description is useful for active control in
vestigations. Before describing the conclusions reached with 
respect to model applicability, some comments are in order 
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Fig. 17 Comparison of measured and theoretical compressor stability 
boundaries, with and without control 

respect to model applicability, some comments are in order 
about the spirit in which the analysis is put forth. We have 
taken a very simple look at a complex dynamic system, whose 
parametric dependence was largely unexplored. The reasoning 
is that active control is a new area, and a high priority is to 
extract information about the central trends of the overall 
behavior rather than the detailed structure of the internal flow. 
Lumped parameter models have long been used in this regard 
and the comparison here is really focused on just one aspect 
of their application, the use for assessing the effect of the 
control action. The aim is to verify this for the present system, 
so as to have a reliable tool for exploring more sophisticated 
schemes. 

In applying a lumped (or even distributed) parameter anal
ysis, one must develop a model for the energy addition due to 
the compressor, which is the active element in the system. In 
keeping with the above intent, we have taken the compressor 
performance as quasi-steady so that the steady-state measured 
characteristic is used to represent the dynamic behavior. The 
steady-state characteristic can be obtained down to flows be
yond the surge points shown in Figs. 6 and 7 by running the 
compressor with a close-coupled throttle valve. This greatly 
decreases the system volume (and hence the 5-parameter) and 
increases the system stability (Dussourd et al., 1977). In the 
present series of experiments, the throttle valve was placed at 
the exit of a short pipe downstream of compressor discharge, 
so that the volume was reduced by a factor of 20 (B-parameter 
reduction of roughly 4.5). The results of doing this are shown 
in Fig. 16, which is a compressor map for the close coupled 
configuration. The instability onset points for the close-cou
pled geometry are the left-most data points on each speedline. 
Also indicated on the figure, by the dashed line, is the surge 
line for the previous Case I configuration (Fig. 6). The large 
difference in stable flow range will be discussed subsequently; 
here we merely note that the compressor characteristic is de
fined over a sufficient range that there need be no extrapolation 
for any of the stability computations that are discussed. 

The most global considerations are those of system stability. 
Figure 17 thus shows the experimentally measured surge in
ception (solid line) for Case I, both with and without control, 
superimposed on compressor characteristics that are a ninth-
order fit to the actual data. Two sets of theoretical calculations 
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of the instability onset are also shown: one based on the ninth-
order fit shown, and one based on a third-order fit. We show 
both because we have examined the effects of various other 
fitting schemes, and these are a good representation of the 
spectrum of those used. 

Two points can be made concerning the results shown. One 
is that the trends of the theory and data are in agreement at 
the speedlines where the control is effective, although precise 
quantitative predictions of the surge point are not achieved. 
The diminishment of control effectiveness at high and low 
speeds, however, is not well predicted. The second point is 
that, for the types of fit we examined, small changes in the 
fitting procedure (and thus the local slope of the curve) sig
nificantly change the predicted instability point. Thus, one can 
capture the trends in stability quite well with lumped parameter 
models, but uncertainties in the local slopes make precise pre
dictions of absolute values difficult. Further comments on the 
ability of the basic model to illustrate system transients are 
given by Gysling (1989) and Fink (1988). They also conclude 
that the lumped parameter model is extremely useful for un
derstanding the system behavior, but that precise numerical 
values for mass flow at instability onset are too much to ask 
for these flat compressor characteristics. 

Beyond the stability prediction, one can examine other as
pects of the system behavior. For example, one prediction 
discussed previously is that there is a closed region in the 
controller gain-phase plane where stable operation may be 
achieved. The stable gain range decreases as the phase is shifted 
either positively or negatively from zero, so that at a large 
enough magnitude of controller phase, no amount of gain will 
stabilize the system. Comparison between the measured sta
bility boundary and the theoretical prediction is made at 90K 
rpm for the nominal configuration (Fig. 18). In carrying out 
the calculations, the compressor characteristic slope was set to 
match the maximum gain at zero degrees phase and the steady-
state values of </> and ip were taken from measurements. 

Discussion and Comments on Future Research 
The experiments reported on here basically represent a proof 

of concept demonstration that active control can be an effective 
means of suppression of centrifugal compressor surge. The 
present strategy is by no means optimal and, in fact, one reason 
for choosing it was that the different system components were 
felt to be (relatively!) easily understood and integrated. Studies 
have been carried out since the throttle control experiments 

were completed, and these indicate that one can avoid the 
strong fall-off in effectiveness with B by using alternative meth
ods (Simon, 1989). In particular, one approach that has been 
explored analytically is to position the valve downstream of 
the compressor, between compressor and plenum. 

As mentioned, the stabilizing effect of a close coupled throt
tle has been demonstrated previously (Dussourd et al., 1976) 
using a steady-state device. The effect in the present system 
was illustrated in Fig. 16, which showed substantial range 
increase with reference to the nominal Case I surge line. To 
obtain this range, however, it was necessary to take a large 
pressure drop across the close coupled throttle, and this can 
be unacceptable in practice. This is not true, however, if one 
uses a time-varying throttle. While there is a trade between the 
time-averaged pressure drop that one takes across a close-
coupled throttle and the increase in stable flow range, the 
pressure drops appear, from calculations we have carried out 
so far (Simon, 1989), to be considerably less than with fixed 
area devices. Implementation of such close coupled controls 
in compression systems appears to offer considerable potential 
and is a topic that is being aggressively pursued. 

Summary and Conclusions 
A theoretical and experimental study has been carried out 

on active control of centrifugal compressor surge. The exper
iments, which utilized a fast-acting downstream throttle valve, 
demonstrate that it is possible to suppress the growth of small-
amplitude perturbations, thereby stabilizing the system, and 
allowing operation in previously inaccessible, because unsta
ble, regimes. Specifically, with the controller, the minimum 
mass flow for stable operation was reduced by 20-25 percent 
from the natural surge point, with no degradation in system 
performance. Further, even in surge, the controlled system 
exhibited smaller pressure oscillations than the system without 
control. Because the control strategy is based on suppression 
of small disturbances before they grow into surge, the power 
needed and the amount of actuation can be extremely small. 

Lumped parameter models appear to be adequate to capture 
the primary characteristics of the system behavior. Such models 
predict that effectiveness of control is strongly dependent on 
the system B-parameter and the slope of the compressor char
acteristic; these trends were confirmed experimentally. 

The control achieved with the simple proportional control 
scheme used suggests that significant improvements are likely 
with more complex controllers or with different mechanisms/ 
locations for the actuation. Active control thus appears as a 
promising tool for increasing the range of stable operation and 
relaxing constraints on compressor operation. 
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A P P E N D I X 
Derivation of the System Equations 

Consider the compression system shown in Fig. 1. The fol
lowing assumptions are made: quasi-steady compressor and 
throttle behavior; uniform pressure throughout the plenum; 
isentropic behavior in the plenum; incompressible one-dimen
sional flow in the ducts; and negligible throttle inertance. 

The integral form of the one-dimensional momentum equa
tion for the compressor duct is 

-Pi=p-jfLc-APc (Al) 

where Lc is an equivalent compressor duct length chosen to 
give the same dynamic response as the actual system. In terms 
of compressor mass flow, this can be written as: 

A in dt 

The equation for the throttle duct pressure drop is: 

P1-P0 = APr 

where APT is the pressure drop across the throttle. 
The throttle and compressor mass flows are linked by mass 

conservation in the plenum: 

dpD 
mi=ni2+Vp--E 

(A2) 

(A3) 

(A4) 

where Vp is the plenum volume. Using the isentropic relation, 
this becomes 

a\ dt 
(A5) 

Equations (A2), (A3), and (A5) describe the unsteady be
havior of the compression system. To examine the system 
stability the equations are linearized about a mean operating 
point, with flow variables written as: 

( ) = (") + «( )• (A6) 
The compressor pressure rise is 

dm 
(A7) 

Equation (A7) is based on the assumption that the instanta
neous compressor pressure rise/flow characteristic is quasi-
steady. It is shown by Fink (1988) and Gysling (1989) that this 
is not precisely true but that the effect on stability, which is 
the point investigated here, is small. 

The throttle pressure drop is given by 

APT=APT+ 
8AP-, 

dm 
8m2 + 

dAPj 

8AT 
SA1 (A8) 

In Eqs. (A7) and (A8), overbars designate mean flow properties 
and AT is the throttle valve area. 

We nondimensionalize the pressures by 1/2 poU2, the flow 
by paUAjn, the time by l/oin (where oiH is the Helmholtz res
onator frequency of the system, defined in the nomenclature), 
and the areas by Ain. The nondimensional pressure and flow 
are denoted by \p and <j>. In addition, we define the nondi
mensional stability parameter, B, as: 

B = -
U 

2uHLc 

U_ 
2a i Eir Si jn 

(A9) 

We utilize the nondimensional derivatives of the compressor 
and throttle in the expression for compressor pressure rise and 
throttle pressure drop perturbations as follows: 

d<t>t 
tyc = 

blpj 

(nondimensional compressor pressure rise) 

5AT (throttle pressure drop) 

where AT is the nondimensional area AT/Ain. 
Using Eqs. (A7) and (A8) in Eqs. (A2), (A3), and (A5), and 

nondimensionalizing, the resulting three equations can be com
bined into two, first-order, linearized equations involving 5<j), 
the nondimensional compressor mass flow perturbation, and 
5\p, the nondimensional plenum pressure perturbation. These 
are Eqs. (1) and (2) in the main text. 
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